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Overview

The Rambus Direct RDRAM ™ isageneral purpose high-
performance memory device suitable for use in a broad
range of applications including computer memory, graphics,
video, and any other application where high bandwidth and
low latency are required.

The 256/288-Mbit Direct Rambus DRAMs (RDRAM)are
extremely high-speed CMOS DRAMSs organized as 16M
words by 16 or 18 bits. The use of Rambus Signaling Level
(RSL) technology permits 600MHz to 800MHz transfer
rates while using conventional system and board design
technologies. Direct RDRAM devices are capable of
sustained data transfers at 1.25 ns per two bytes (10ns per
Sixteen bytes).

The architecture of the Direct RDRAMs allows the highest
sustained bandwidth for multiple, simultaneous randomly
addressed memory transactions. The separate control and
data buses with independent row and column control yield
over 95% bus efficiency. The Direct RDRAM's 32 banks
support up to four simultaneous transactions.

System oriented features for mobile, graphics and large
memory systemsinclude power management, byte masking,
and x18 organization. The two data bits in the x18 organiza-
tion are general and can be used for additional storage and
bandwidth or for error correction.

Features

o Highest sustained bandwidth per DRAM device

- 1.6GB/s sustained data transfer rate

- Separate control and data buses for maximized
efficiency

- Separate row and column control buses for
easy scheduling and highest performance

- 32 banks: four transactions can take place simul-
taneously at full bandwidth datarates

o Low latency features
- Write buffer to reduce read latency
- 3 precharge mechanisms for controller flexibility
- Interleaved transactions

o Advanced power management:
- Multiple low power states allows flexibility in power
consumption versus time to transition to active state
- Power-down self-refresh

o Organization: 2Kbyte pages and 32 banks, x 16/18
- x18 organization alows ECC configurations or
increased storage/bandwidth
- x16 organization for low cost applications

o Uses Rambus Signaling Level (RSL) for up to 800MHz
operation

Figure 1: Direct RDRAM uBGA Package

The 256/288-Mbit Direct RDRAMs are offered in auBGA
package suitable for desktop as well as low-profile add-in
card and mobile applications.

Direct RDRAMSs operate from a 2.5 volt supply.

Key Timing Parameters / Part Numbers

Organization® I/0 Freq. | Core Access Time Part
MHz (ns) Number

512Kx16x32s 600 53 HY5R256HC653
512Kx16x32s 711 45 HY5R256HC745
512Kx16x32s 800 45 HY5R256HC845
512Kx16x32s 800 40 HY5R256HC840
512Kx18x32s 600 53 HY5R288HC653
512Kx18x32s 711 45 HY5R288HC745
512Kx18x32s 800 45 HY5R288HC845
512Kx18x32s 800 40 HY5R288HC840

a. The bank ‘32s”designation indicates that this RDRAM core is
composed of 32 banks which use a ‘split"bank architecture.
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Pinouts and Definitions looking down on the package as it is mounted on the circuit
) board). The mechanical dimensions of this package are
Center-Bonded Devices shown in alater section. Refer to Section "" on page 60. (

Note : pin#l isat the Al position.
These tables shows the pin assignments of the center-bonded P P )

RDRAM package from the top-side of the package (the view

Table 1: Center-Bonded Device (top view)

10 VDD GND VDD GND VDD VDD VDD VDD GND VDD

9

8 GND VDD CMD VDD GND GNDa GNDa VDD VDD GND GND VDD VDD GND GND VCMOS VDD GND

7 VDD DQAS8 DQA7 DQAS5 DQA3 DQA1 CTM CTM ROW ROW CcoL3 coL1 DQB1 DQB3 DQB5 DQB7 DQB8 VDD
2 0

6

5

4 GND GND DQAG6 DQA4 DQA2 DQAO CFM CFM ROW coL4 coL2 CcoLo DQBO DQB2 DQB4 DQB6 GND GND
1

3 VDD GND SCK VCMOSs GND VDD GND VDDa VREF GND VDD GND GND VDD S100 S101 GND VDD

2

1 VDD GND GND VDD GND GND GND GND GND VDD
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2 Rev.0.9/Dec.2000

www.DataSheetdU.com



Direct RDRAM"

]
lfl NnMIix 256/288-Mbit (512Kx16/18x32s) Preliminary
Table 2: Pin Description
. # Pins A
Signal 1/0 Type center Description

S101,S100 /O | CMOS? | 2 Serial input/output. Pins for reading from and writing to the control
registers using a serial access protocol. Also used for power manage-
ment.

CMD | CMOSs? | 1 Command input. Pins used in conjunction with SIO0 and SIO1 for
reading from and writing to the control registers. Also used for power
management.

SCK | CMOSs? | 1 Serial clock input. Clock source used for reading from and writing to
the control registers

Vpp 24 Supply voltage for the RDRAM core and interface logic.

Vppa 1 Supply voltage for the RDRAM analog circuitry.

Vemos 2 Supply voltage for CMOS input/output pins.

GND 28 Ground reference for RDRAM core and interface.

GNDa 2 Ground reference for RDRAM analog circuitry.

DQAS8..DQAO /0 | RSLP 9 Data byte A. Nine pins which carry a byte of read or write data
between the Channel and the RDRAM. DQAS8 is not used by
RDRAMs with a x16 organization.

CFM | RSLP 1 Clock from master. Interface clock used for receiving RSL signals
from the Channel. Positive polarity.

CFMN | RSLP 1 Clock from master. Interface clock used for receiving RSL signals
from the Channel. Negative polarity

VREE 1 Logic threshold reference voltage for RSL signals

CTMN | RSLP 1 Clock to master. Interface clock used for transmitting RSL signals to
the Channel. Negative polarity.

CT™M | RSLP 1 Clock to master. Interface clock used for transmitting RSL signals to
the Channel. Positive polarity.

RQ7..RQ5 or | RSLP 3 Row access control. Three pins containing control and address infor-

ROW2..ROWO mation for row accesses.

RQ4..RQO or | RSLP 5 Column access control. Five pins containing control and address

COL4..CoLo information for column accesses.

DQBS.. /0 | RSLP 9 Data byte B. Nine pins which carry a byte of read or write data

DQBO between the Channel and the RDRAM. DQBS8 is not used by
RDRAMs with a x16 organization.

Total pin count per package 92

a All CMOS signads are high-true; a high voltage is alogic one and alow voltageis logic zero.
b. All RSL signals are low-true; alow voltageis alogic one and a high voltage is logic zero.
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Figure 2: 256/288 Mbit Direct RDRAM Block Diagram
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General Description

Figure 2: isablock diagram of the 256/288 Mbit Direct
RDRAM. It consists of two major blocks: a“core” block
built from banks and sense amps similar to those found in
other types of DRAM, and a Direct Rambus interface block
which permits an external controller to access this core at up
to 1.6GB/s.

Control Registers: The CMD, SCK, SIO0, and SIO1
pins appear in the upper center of Figure 2:. They are used to
write and read a block of control registers. These registers
supply the RDRAM configuration information to a
controller and they select the operating modes of the device.
The REFR valueis used for tracking the last refreshed row.
Most importantly, the five bit DEVID specifies the device
address of the RDRAM on the Channel.

Clocking: The CTM and CTMN pins (Clock-To-Master)
generate TCLK (Transmit Clock), the internal clock used to
transmit read data. The CFM and CFMN pins (Clock-From-
Master) generate RCLK (Receive Clock), the internal clock
signal used to receive write data and to receive the ROW and
COL pins.

DQA,DQB Pins: These 18 pins carry read (Q) and write
(D) data across the Channel. They are multiplexed/de-multi-
plexed from/to two 72-bit data paths (running at one-eighth
the data frequency) inside the RDRAM.

Banks: The 32Mbyte core of the RDRAM is divided into
32 x 1IMbyte banks, each organized as 512 rows, with each
row containing 128 dualocts(2K bytes), and each dual oct
containing 16 bytes. A dualoct isthe smallest unit of data
that can be addressed.

Sense Amps: The RDRAM contains 34 sense amps.
Each sense amp consists of 1K bytes of fast storage (512
bytes for DQA and 512 bytes for DQB) and can hold one-
half of one row of one bank of the RDRAM. The sense amp
may hold any of the 1024 half-rows of an associated bank.
However, each sense amp is shared between two adjacent
banks of the RDRAM (except for sense amps 0, 15, 16, and
31). Thisintroduces the restriction that adjacent banks may
not be simultaneously accessed.

RQ Pins: These pins carry control and address informa-
tion. They are broken into two groups. RQ7..RQ5 are also
called ROW2..ROWO, and are used primarily for controlling
row accesses. RQ4..RQO are also called COL4..COLO, and
are used primarily for controlling column accesses.

ROW Pins: The principle use of these three pinsisto
manage the transfer of data between the banks and the sense

amps of the RDRAM. These pins are de-multiplexed into a
24-bit ROWA (row-activate) or ROWR (row-operation)
packet.

COL Pins: The principle use of these five pinsisto
manage the transfer of data between the DQA/DQB pinsand
the sense amps of the RDRAM. These pins are de-multi-
plexed into a 23-bit COLC (column-operation) packet and
either a17-bit COLM (mask) packet or a 17-bit COLX
(extended-operation) packet.

ACT Command: An ACT (activate) command from an
ROWA packet causes one of the 512 rows of the selected
bank to be loaded to its associated sense amps (two 512
bytes sense amps for DQA and two for DQB).

PRER Command: A PRER (precharge) command from
an ROWR packet causes the selected bank to release its two
associated sense amps, permitting a different row in that
bank to be activated, or permitting adjacent banks to be acti-
vated.

RD Command: The RD (read) command causes one of
the 64 dual octs of one of the sense amps to be transmitted on
the DQA/DQB pins of the Channel.

WR Command: The WR (write) command causes a
dualoct received from the DQA/DQB data pins of the
Channel to be loaded into the write buffer. Thereis aso
space in the write buffer for the BC bank address and C
column addressinformation. The data in the write buffer is
automatically retired (written with optional bytemask) to one
of the 128 dualocts of one of the sense amps during a subse-
guent COP command. A retire can take place during aRD,
WR, or NOCORP to another device, or during aWR or
NOCOP to the same device. The write buffer will not retire
during aRD to the same device. The write buffer reduces the
delay needed for the internal DQA/DQB data path turn-
around.

PREC Precharge: The PREC, RDA and WRA
commands are similar to NOCOP, RD and WR, except that a
precharge operation is performed at the end of the column
operation. These commands provide a second mechanism
for performing precharge.

PREX Precharge: After aRD command, or after aWR
command with no byte masking (M=0), aCOL X packet may
be used to specify an extended operation (XOP). The most
important XOP command is PREX. This command provides
athird mechanism for performing precharge.

Rev. 0.9 / Dec.2000
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Packet Format

Figure 3: shows the formats of the ROWA and ROWR
packets on the ROW pins. Table 3 describesthe fieldswhich
comprise these packets. DRAT and DR4F bits are encoded to
contain both the DR4 device address hit and a framing bit
which allows the ROWA or ROWR packet to be recognized
by the RDRAM.

The AV (ROWA/ROWR packet selection) bit distinguishes
between the two packet types. Both the ROWA and ROWR
packet provide afive bit device address and afive bit bank
address. An ROWA packet uses the remaining bits to
specify anine bit row address, and the ROWR packet uses
the remaining bits for an eleven bit opcode field. Note the
use of the “RsvX” notation to reserve bits for future address
field extension.

Table 3: Field Description for ROWA Packet and ROWR Packet

Field Description

DRAT,DR4F Bits for framing (recognizing) a ROWA or ROWR packet. Also encodes highest device address bit.
DR3..DRO Device address for ROWA or ROWR packet.

BR4..BRO Bank address for ROWA or ROWR packet. RsvB denotes bits ignored by the RDRAM.

AV Selects between ROWA packet (AV=1) and ROWR packet (AV=0).

R8..RO Row address for ROWA packet. RsvR denotes bits ignored by the RDRAM.

ROP10..ROPO Opcode field for ROWR packet. Specifies precharge, refresh, and power management functions.

Figure 3: also shows the formats of the COLC, COLM, and
COLX packets on the COL pins. Table 4 describesthe fields
which comprise these packets.

The COLC packet usesthe S (Start) bit for framing. A
COLM or COLX packet is aligned with this COLC packet,
and is also framed by the S bit.

The 23 bit COLC packet has afive bit device address, afive
bit bank address, a six bit column address, and a four bit
opcode. The COLC packet specifies aread or write
command, as well as some power management commands.

Theremaining 17 bits are interpreted asa COLM (M=1) or
COLX (M=0) packet. A COLM packet is used for aCOLC
write command which needs bytemask control. The COLM
packet is associated with the COLC packet from at |east
trTr €arlier. An COLX packet may be used to specify an
independent precharge command. It contains a five bit
device address, afive bit bank address, and afive bit opcode.
The COLX packet may also be used to specify some house-
keeping and power management commands. The COLX
packet is framed within a COL C packet but is not otherwise
associated with any other packet.

Table 4: Field Description for COLC Packet, COLM Packet, and COLX Packet

Field Description

S Bit for framing (recognizing) a COL C packet, and indirectly for framing COLM and COLX packets.
DC4..DCO Device address for COLC packet.

BC4..BCO Bank address for COL C packet. RsvB denotes bits reserved for future extension.(controller drives 0's)
C6..CO Column address for COL C packet. RsvC denotes bits ignored by the RDRAM.

COP3..COPO Opcode field for COLC packet. Specifiesread, write, precharge, and power management functions.

M Selects between COLM packet (M=1) and COLX packet (M=0).

MA7.MAO Bytemask write control bits. 1=write, 0=no-write. MAO controls the earliest byte on DQAS..O.
MB7..MBO Bytemask write control bits. 1=write, 0=no-write. MBO controls the earliest byte on DQBS..O.
DX4..DX0 Device address for COLX packet.

BX4..BX0 Bank address for COLX packet. RsvB denotes bits reserved for future extension.(controller drives 0's)
XOP4..XOPO Opcode field for COLX packet. Specifies precharge, | o control, and power management functions.
6 Rev.0.9/Dec.2000
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Figure 3: Packet Formats
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Field Encoding Summary

Table 5 shows how the six device address bits are decoded
for the ROWA and ROWR packets. The DR4T and DR4F
encoding merges afifth device bit with aframing bit. When
neither bit is asserted, the device is not selected. Note that a

broadcast operation is indicated when both bits are set.
Broadcast operation would typically be used for refresh and
power management commands. If the deviceis selected, the
DM (DeviceMatch) signal is asserted and an ACT or ROP
command is performed.

Table 5: Device Field Encodings for ROWA Packet and ROWR Packet

DR4T DR4F Device Selection

Device Match signal (DM)

DM issetto0

No packet present

1 1 All devices (broadcast) DMissettol

0 1 One device selected DM issetto 1if {DEVID4..DEVIDO} == {0,DR3..DR0} else DM issetto 0
1 0 One device selected DM issetto 1if {DEVID4..DEVIDO} == {1,DR3..DR0} else DM isset to 0
0 0

Table 6 shows the encodings of the remaining fields of the
ROWA and ROWR packets. An ROWA packet is specified
by asserting the AV bit. This causes the specified row of the
specified bank of this device to be loaded into the associated
sense amps.

An ROWR packet is specified when AV is not asserted. An
11 bit opcode field encodes a command for one of the banks
of this device. The PRER command causes a bank and its
two associated sense amps to precharge, so another row or
an adjacent bank may be activated. The REFA (refresh-acti-
vate) command is similar to the ACT command, except the

row address comes from an internal register REFR, and
REFR isincremented at the largest bank address. The REFP
(refresh-precharge) command isidentical to a PRER
command.

The NAPR, NAPRC, PDNR, ATTN, and RLXR commands
are used for managing the power dissipation of the RDRAM
and are described in more detail in “ Power State Manage-
ment” on page 38. The TCEN and TCAL commands are
used to adjust the output driver slew rate and they are
described in more detail in “ Current and Temperature
Control” on page 44.

Table 6: ROWA Packet and ROWR Packet Field Encodings

oMe | av ROP10..ROPO Field Name Command Description
10(9 (8 |7 (6 |5 |4 |3 |20
0 - E N R I e N O R R No operation.
1 1 | Row address ACT Activate row R8..R0 of bank BR4..BRO of device and move device to ATTNP.
1 0 |1 |12 |0 [0 |0 [x®|x |[x [000 |PRER Precharge bank BR4..BRO of this device.
1 0O |0 |0 |O (1 |1 |0 |O |x |[000 | REFA Refresh (activate) row REFR8..REFRO of bank BR4..BRO of device.
Increment REFR if BR4..BRO = 1111 (see Figure 50:).
1 0O |1 |0 |1 [0 |1 |O |[O |x |000 |REFP Precharge bank BR4..BRO of this device after REFA (see Figure 50:).
1 0 [x |x [0 |0 [0 |O |1 |x |000 |PDNR Move this device into the powerdown (PDN) power state (see Figure 47:).
1 0O |x |x |0 |0 |0 |1 (0O |x |000 [NAPR Move this device into the nap (NAP) power state (see Figure 47:).
1 0 [x |x [0 [0 [0 |1 |1 |x |000 | NAPRC |Move thisdeviceintothenap (NAP) power state conditionally
1 0 |x [x |x |x |x [x [x |0 |000 |ATTN® |Movethisdeviceinto the attention (ATTN) power state (see Figure 45:).
1 0 [x |x [x |[x [x |x |x |1 |000 |RLXR Move this device into the standby (STBY') power state (see Figure 46:).
1 0 (0 |0 [0 |[O (O [O |O |x |001 | TCAL Temperature calibrate this device (see Figure 54:).
1 0O |0 |0 |O [0 |O |0 |O [x |[010 |TCEN Temperature calibrate/enable this device (see Figure 54:).
1 0O [0 |0 [O |[O [0 [O |O |O |000 | NOROP |No operation.

a The DM (Device Match signal) value is determined by the DR4T,DR4F, DR3..DRO field of the ROWA and ROWR packets. See Table 5.
b. The ATTN commend does not cause a RLX-to-ATTN transition for a broadcast operation.(DR4T/DR4F = 1/1)
c. An“x" entry indicates which commands may be combined. For instance, the three commands PRER/NAPRC/RLXR may be specified in one ROP value (011000111000).
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Table 7 shows the COP field encoding. The device must be
inthe ATTN power state in order to receive COL C packets.
The COLC packet isused primarily to specify RD (read) and
WR (write) commands. Retire operations (moving datafrom
the write buffer to a sense amp) happen automatically. See
Figure 17: for a more detailed description.

The COLC packet can also specify a PREC command,
which precharges a bank and its associated sense amps. The
RDA/WRA commands are equivalent to combining RD/WR
with a PREC. RLXC (relax) performs a power mode transi-
tion. See* Power State Management” on page 38.

Table 7: COLC Packet Field Encodings

S |bca. DCO. a COP3..0 | Name Command Description
(select device)
o |- |- - No operation.
1 |/=(DEVID4.0) |----- - Retire write buffer of this device.
1 |==(DEVID4.0) |x000° |NOCOP |Retirewritebuffer of this device.
1 |==(DEVIDA4..0) x001 WR Retire write buffer of this device, then write column C6..CO of bank BC4..BCO to write buffer.
1 |==(DEVIDA4..0) x010 RSRV Reserved, no operation.
1 |==(DEVIDA4..0) x011 RD Read column C6..CO of bank BC4..BCO of this device.
1 |==(DEVIDA4..0) x100 PREC Retire write buffer of this device, then precharge bank BC4..BCO (see Figure 14:).
1 |==(DEVIDA4..0) x101 WRA Same as WR, but precharge bank BC4..BCO after write buffer (with new data) is retired.
1 |==(DEVID4..0) x110 RSRV Reserved, no operation.
1 |==(DEVIDA4..0) x111 RDA Same as RD, but precharge bank BC4..BCO afterward.
1 |==(DEVIDA4..0) XXX RLXC Move this device into the standby (STBY) power state (see Figure 46:).
a “/=" means not equal, “==" means equal.

b. An“x" entry indicates which commands may be combined. For instance, the two commands WR/RLXC may be specified in one COP val ue (1001).

Table 8 shows the COLM and COLX field encodings. The
M bit is asserted to specify a COLM packet with two 8 bit
bytemask fields MA and MB. If the M bit is not asserted, an
COLX is specified. It has device and bank address fields,
and an opcode field. The primary use of the COLX packet is
to permit an independent PREX (precharge) command to be

specified without consuming control bandwidth on the ROW
pins. It isalso used for the CAL(calibrate) and SAM
(sample) current control commands (see * Current and
Temperature Control” on page 44), and for the RLXX power
mode command (see “ Power State Management” on

page 38).

Table 8: COLM Packet and COLX Packet Field Encodings

M (I?s;(I:(:{sté\?ice) XOP4..0 Name Command Description

1 |- - MSK MB/MA bytemasks used by WR/WRA.

0 |/=(DEVID4..0) - - No operation.

0 |==(DEVID4..0) 00000 NOXOP No operation.

0 |==(DEVID4..0) 1xxx0? PREX Precharge bank BX4..BXO0 of this device (see Figure 14:).

0 |==(DEVID4..0) x10x0 CAL Calibrate (drive) 1o, current for this device (see Figure 52:).

0 |==(DEVID4..0) x11x0 CAL/SAM | Sample (update) |5, current for this device (see Figure 52:).

0 |==(DEVID4..0) Xxx10 RLXX Move this device into the standby (STBY') power state (see Figure 46:).
0 |==(DEVID4..0) XXXX1 RSRV Reserved, no operation.

a An“x" entry indicates which commands may be combined. For instance, the two commands PREX/RLXX may be specified in one XOP v aue (10010).
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DQ Packet Timing

Figure 4: shows the timing relationship of COLC packets
with D and Q data packets. This document uses a specific
convention for measuring timeintervals between packets: all
packets on the ROW and COL pins (ROWA, ROWR,
COLC, COLM, COLX) usethetrailing edge of the packet as
areference point, and all packets on the DQA/DQB pins (D
and Q) use the leading edge of the packet as areference
point.

An RD or RDA command will transmit a dualoct of read
data Q atime topc later. Thistime includes one to five
cycles of round-trip propagation delay on the Channel. The
tcac parameter may be programmed to a one of arange of
values(7,8,9, 10, 11, or 12 tcyc g)- The value chosen
depends upon the number of RDRAM devices on the
Channel and the RDRAM timing bin. See Figure 39: for
more information.

ToTi Ty Ts Ty Ts Te Ty Tg To Tio T1a T12T13 Tua Tis T16T17 Tig Tag TooTar T2z

' This gap on the DQA/DQB plns appears automatically !
'ﬂﬂﬂﬂﬂﬂ'ﬂﬂ'ﬂﬂ'ﬂﬂ' T QY

.\J ALEIU.UE(.\WBJ. WL

M
y

Q (b1)

[l
i

tcac ¢ >

A WR or WRA command will receive adualoct of write
data D atime toyyp later. Thistime does not need to include
the round-trip propagation time of the Channel since the
COLC and D packets are traveling in the same direction.

When a Q packet follows aD packet (shown in the left half
of the figure), agap (tcac -towp) Will automatically appear
between them because the toyp value is alwaysless than the
tcac value. There will be no gap between the two COLC
packets with the WR and RD commands which schedul e the
D and Q packets.

When a D packet follows a Q packet (shown in the right half
of the figure), no gap is needed between them because the
tcwp valueislessthan the toa ¢ value. However, |, agap of
tcac -tewp Or greater must be inserted between the COLC
packets with the RD WR commands by the controller so the
Q and D packets do not overlap.

24725 T26 T27 T28T20 Tao Ta1 T32Tas Tas Tas TagTar Tag Tag Ta0Tar Taz Taz TagTas Tag Tar

This gap on the COL pins must be inserted by the controller !

?ﬁﬁFNi’LWWW"""

UUUUUUUU

_(\___

A

—+
O
>
(@]

Figure 4: Read (Q) and Write (D) Data Packet - Timing for tcac =7, 8, 9, 10, 11, or 12 tcycLE

COLM Packet to D Packet Mapping

Figure 5: shows awrite operation initiated by aWR
command in a COLC packet. If asubset of the 16 bytes of
write data are to be written, then a COLM packet is trans-
mitted on the COL pins atime trtr after the COL C packet
containing the WR command. The M bit of the COLM
packet is set to indicate that it contains the MA and MB
mask fields. Note that this COLM packet is aligned with the
COLC packet which causes the write buffer to be retired.
See Figure 17: for more details.

If all 16 bytes of the D data packet are to be written, then no
further control information is required. The packet slot that
would have been used by the COLM packet (tgTr after the
COLC packet) is available to be used as an COLX packet.
This could be used for a PREX precharge command or for a

housekeeping command (this case is not shown). The M bit
isnot asserted in an COL X packet and causes all 16 bytes of
the previous WR to be written unconditionally. Note that a
RD command will never need a COLM packet, and will
always be able to use the COL X packet option (aread opera-
tion has no need for the byte-write-enable control bits).

Figure 5: also shows the mapping between the MA and MB
fields of the COLM packet and bytes of the D packet on the
DQA and DQB pins. Each mask bit controls whether a byte
of dataiswritten (=1) or not written (=0).

10
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ToTy To T3 Ty Ts To Ty Tg To Tao T1a T12T1s Tag Tus T16T17 Tug Tao T20T21 T22 Tos T2aTas Tog Tor T28To0 Tao Tar T32Tas Tas Tas Ta6Ta7 Tas Tag Ta0Tar Tao Tas TaaTas Tas Tar

CTM/CFM ] ] ] ] [ [ [ [ [ [ [ [ [ [ [ [ [ [ [ [ [
“rowo L LD DB RO
..ROWO0
L e tgr P
COL4 / WR al / retire (al)
..COLO | AMSK (al)
DQAS8..0
DOB8..0  JUUULAAAAANAANAN A ANAND
Transaction a: WR| a0={DdBaRa} | al={DaBaCal} I_ a3={DaBa} |
( COLM Packet ) ( D Packet >
| Tz Tig LET T T | T T Ta T
cTMicFMI 1Ty [T [ emierm] Ty [Ty [
| | | | | | | | | |
| i | l’ ) ‘ll’ ‘l” ‘Il : ‘I” ‘ll’ ‘l” ‘Il : ‘l
coL4 | MA7 MA5|MA3 MA1 | DQB8 | b8 |DB17|DB26 | DB35 | DBA45 | DBS3 | DB62 | DB7L |
I I I I 1
| | | ] ] | ] | ] | ] |
COL3 | M=1IMA6 MA4|MA2 MAO | DQB7 | ps7 :DBl6:DBZS:DBS4:DB44:DBsz:DBGl:DBm-
[ I | I | I | I '
| ! | T N R
CcoLz2 MB7 MB4|MB1 | | } 1 | 1 | 1 | 1 |
| l I I I I
[l I I I I 1
| | | | | I | I | I | I |
COL1 | MB6 MB3|MBO | | DQB1 | obs1 | DB10 | DB19 | DB28 | DB37 | DB46 | DBS5 | DB64 4
| I I I I I '
| | | P g ——
CoLo | MB5 MB2 | | DQBO ¢ peo | DBY IDB18 | DB27 ! DB36 | DB45 I DBS54 | DBSS |
! 1 1 1 1 1 1 i
| | i 1 1 1 1
> | MBO| MB1| MB2{ MB3| MB4 | MB5 | MB6 | MB7
Each bit of the MB7..MBO field LA TR R R TR
controls writing (=1) or no writing AR T T
(=0) of the indicated DB bits when | | | | |
the M bit of the COLM packet is one. W IR R 4 T T ~‘|
i 1 1 1 1 1 1 1 g
When M=1, the MA and MB DQAS8 i DA8 IDA17 IDA26 | DA35 | DA45 | DA53 | DAG2 | DAL |
fields control writing of ' 1 1 1 1 1 1 1 |
individual data bytes. I 1 1 1 1 1 1 1 1
When M=0, all data bytes are ) : : : : : : : :
written unconditionally. DQA7 | DA7 ;DA16DA25 | DA34 | DA44 | DA52 | DA6L | DATO &
' I I I I I I I \
' I I I I I I I '
1 I I I I I I I '
! 1 I I I I I I I '
[} I I I I I I I 1
[} I I I I I I I 1
[} I I I I I I I 1
DQAL ! DAL |DA10}DA19 | DA28 | DA37 | DA46 | DAS5 | DAG4 |
' I I I I I I I '
' I I I I I I I :
Each bit of the MA7..MAQ field DQAO pao | DA9 :DA18:DA27 :DA36 :DA45 :DA54 :DA63'
controls writing (=1) or no writing ' 1 1 1 1 1 1 |
(=0) of the indicated DA bits when ' ! ! ! ! !
the M bit of the COLM packet is one. | ! ! ! ! ! ! ! !
p | MAO | MAL | MA2 { MA3 | MA4 | MA5 | MA6 { MAT7 1
Figure 5: Mapping Between COLM Packet and D Packet for WR Command
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ROW-to-ROW Packet Interaction

ToTi T, T3 Ty Ts Te Ty Tg Tg Tio Tua T1T13 Tia Tas T16T17 Tag Ta

ROW2

(I ROPa a0

Cases RR1 through RR4 show two successive ACT
commands. In case RR1, thereis no restriction since the
ACT commands are to different devices. In case RR2, the
trR restriction applies to the same device with non-adjacent
banks. Cases RR3 and RR4 areillegal (as shown) since bank
Ba needs to be precharged. If a PRER to Ba, Bat+1, or Ba-1
isinserted, trrpe Ay i1Stre (tras to the PRER command,
and trp to the next ACT).

-ROWO Cases RR5 through RR8 show an ACT command followed
CoL4 by a PRER command. In cases RR5 and RR®6, there are no
COLO restrictions since the commands are to different devices or to
non-adjacent banks of the same device. In cases RR7 and
DQAS..0 RRS8, the tra g restriction meansthe activated bank must wait
DQB8..0 before it can be precharged.

a0 = {Da,Ba,Ra}
b0= {Db,Bb,Rb}
Figure 6: ROW-to-ROW Packet Interaction- Timing

Transaction a: ROPa
Transaction b: ROPb

Figure 6: shows two packets on the ROW pins separated by
an interval tgrpg oy Which depends upon the packet
contents. No other ROW packets are sent to banks
{BaBat1,Ba-1} between packet “a’ and packet “b” unless

Cases RR9 through RR12 show a PRER command followed
by an ACT command. In cases RR9 and RR10, there are
essentially no restrictions since the commands are to
different devices or to non-adjacent banks of the same
device. RR10aand RR10b depend upon whether a bracketed
bank (Bat+-1) is precharged or activated. In cases RR11 and
RR12, the same and adjacent banks must all wait tgp for the
sense amp and bank to precharge before being activated.

noted otherwise. Table 9 summarizes the trrpg Ay Values
for all possible cases.

Table 9: ROW-to-ROW Packet Interaction - Rules

Case# ||ROPa |Da |Ba |Ra ||ROPb |Db Bb Rb ||trrDELAY Example
RR1 ACT Da |[Ba |Ra ||[ACT |[/=Da |xxxx X.X ||tpackET Figure 11:
RR2 ACT Da |(Ba |Ra ||ACT ==Da |/={BaBatlBa1} X.X ||trr Figure 11:
RR3 ACT Da |(Ba |Ra ||ACT ==Da |=={BatlBal} X.X ||trc-illegal unless PRER to Ba/Bat+1/Ba-1 Figure 10:
RR4 ACT Da |(Ba |Ra ||ACT ==Da |=={Ba} X.X ||[trc- illegal unless PRER to Ba/Bat+1/Ba-1 Figure 10:
RR5 ACT Da |[Ba |Ra ||[PRER |/=Da |xxxx X.X ||tpackET Figure 11:
RR6 ACT Da |Ba |Ra ||PRER [==Da |/={BaBatlBa1} X.X ||tPaCKET Figure 11:
RR7 ACT Da |Ba |Ra ||PRER [==Da |=={BatlBal} X.X ||tras Figure 10:
RR8 ACT Da |Ba |Ra ||PRER |[==Da |=={Ba} X.X ||tras Figure 15:
RR9 PRER |Da |Ba |Ra [[ACT |/=Da |xXXxx X.X ||tpackET Figure 12:
RR10 ||[PRER |(Da |Ba |Ra |/ACT ==Da |/={BaBat-1,Bat-2} |X.X ||[tpackET Figure 12:
RR10a ||PRER |Da |Ba |Ra ||ACT ==Da |=={Bat2} X.X ||tpackeT/trpif Bat+lis precharged/activated.

RR10b ||PRER |Da |Ba |Ra ||ACT ==Da |=={Ba2} X.X ||[teacket/trpif Ba-1 is precharged/activated.

RR11 (|[PRER |(Da |Ba |Ra ||ACT ==Da |=={BatlBal} X.X ||trp Figure 10:
RR12 |(|[PRER |(Da |Ba |Ra ||ACT ==Da |=={Ba} X.X ||trp Figure 10:
RR13 ||PRER |Da |Ba |[Ra ||PRER |/=Da [Xxxxx X.X ||tpackET Figure 12:
RR14 ||[PRER |Da |Ba |Ra ||PRER |==Da |/={BaBatl,Bal} X. X ||tpp Figure 12:
RR15 |[|[PRER |Da |Ba |Ra |[PRER |==Da |=={Batl,Bal} X.X ||tpp Figure 12:
RR16 |[|[PRER |(Da |Ba |Ra [|[PRER |==Da |==Ba XX ||tpp Figure 12:
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ROW-to-ROW Interaction - contin-
ued

Cases RR13 through RR16 summarize the combinations of
two successive PRER commands. In case RR13 thereis no
restriction since two devices are addressed. In RR14, tpp
applies, since the same device is addressed. In RR15 and
RR16, the same bank or an adjacent bank may be given
repeated PRER commands with only the tpp restriction.

Two adjacent banks can't be activate simultaneously. A
precharge command to one bank will thus affect the state of
the adjacent banks (and sense amps). If bank Bais activate
and a PRER is directed to Ba, then bank Bawill be
precharged along with sense amps Ba-1/Ba and Ba/Ba+1. If
bank Bat1 is activate and a PRER is directed to Ba, then
bank Bat+1 will be precharged along with sense amps
Ba/Batl and Bat1/Bat2. If bank Ba-1 is activate and a
PRER is directed to Ba, then bank Ba-1 will be precharged
along with sense amps Ba/Ba-1 and Ba-1/Ba-2.

A ROW packet may contain commands other than ACT or
PRER. The REFA and REFP commands are equivalent to
ACT and PRER for interaction analysis purposes. The inter-
action rules of the NAPR, NAPRC, PDNR, RLXR, ATTN,
TCAL, and TCEN commands are discussed in | ater sections
(see Table6 for cross-ref).

ROW-to-COL Packet Interaction

Figure 7: shows two packets on the ROW and COL pins.
They must be separated by an interval tgepg oy Which
depends upon the packet contents. Table 10 summarizes the
trcpeLay Valuesfor al possible cases. Note that if the COL
packet is earlier than the ROW packet, it is considered a
COL-to-ROW packet interaction.

Cases RC1 through RC5 summarize the rules when the
ROW packet has an ACT command. Figure 15: and Figure
16: show examples of RC5 - an activation followed by a
read or write. RC4 isan illegal situation, since aread or
write of aprecharged banks is being attempted (remember
that for a bank to be activated, adjacent banks must be
precharged). In cases RC1, RC2, and RC3, thereis no inter-
action of the ROW and COL packets.

ToTy To T3 Ty Ts T Ty TB To T10T11T12T13 T1a T1s T16T17 Tag T1o
.....................

CTMICFM L[ ILLIL LI

(I ROPa a0

ROW2
..ROWO

DQAS..0
DQBS..0

Transaction a: ROPa
Transaction b: COPb

Figure 7. ROW-to-COL Packet Interaction- Timing

a0 = {Da,Ba,Ra}
bl={Db,Bb,Cb1}

Cases RC6 through RC8 summarize the rules when the
ROW packet has a PRER command. Thereis either no inter-
action (RC6 through RC9) or aniillegal situation with aread
or write of a precharged bank (RC9).

The COL pins can also schedule a precharge operation with
aRDA, WRA, or PREC command in a COLC packet or a
PREX command in aCOLX packet. The constraints of these
precharge operations may be converted to equivalent PRER
command constraints using the rules summarized in Figure
14..

Table 10: ROW-to-COL Packet Interaction - Rules

Case# ||ROPa |Da Ba Ra COPb Db Bb Cbl ||trcDELAY Example
RC1 ACT Da Ba Ra NOCOP,RD,WR |/=Da XXXX x.x ||0

RC2 ACT Da Ba Ra NOCOP ==Da XXXX X.X ([0

RC3 ACT Da Ba Ra RD,WR ==Da /={BaBa+1,Ba-1} |x.x ||0

RC4 ACT Da Ba Ra RD,WR ==Da =={Bat+1,Ba-1} x.x ||Illega

RC5 ACT Da Ba Ra RD,WR ==Da |==Ba X.X ||trep Figure 15:
RC6 PRER |Da Ba Ra NOCOP,RD,WR |/=Da XXXX x.x ||0

RC7 PRER |Da Ba Ra NOCOP ==Da XXXX X.X ([0

RC8 PRER |Da Ba Ra RD,WR ==Da /={BaBa+1,Ba-1} |x.x ||0

RC9 PRER | Da Ba Ra RD,WR ==Da =={Bat+1,Ba-1} x.x ||Illega
Rev.0.9 / Dec.2000 13
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COL-to-COL Packet Interaction

ToTi T2 T3 T4 Ts T T7 Tg Tg Tio TuaT12T15 Tia Tas T16Ta7 Tag Tag

CTMI/CEM

ROW?2

..ROWO
' ' tCCDELAY |¢6———1 1
COPb b1

CoLA4
.COLO

COPaal COPc cl

DQAS..0
DQBS..0

al ={Da,Ba,Cal}
bl ={Db,Bb,Cb1}
¢l ={Dc,Bc,Ccl}

Figure 8: COL-to-COL Packet Interaction- Timing

Transaction a: COPa
Transaction b: COPb
Transaction c: COPc

Figure 8: shows three arbitrary packets on the COL pins.
Packets “b” and “c” must be separated by an interval
tcepeL oy Which depends upon the command and address
valuesin all three packets. Table 11 summarizes the
tccpeLay Valuesfor all possible cases.

Cases CC1 through CC5 summarize the rules for every situ-
ation other than the case when COPb isa WR command and

COPcisaRD command. In CC3, when aRD command is
followed by a WR command, a gap of tcac -towp must be
inserted between the two COL packets. See Figure 4: for
more explanation of why this gap is needed. For cases CC1,
CC2, CC4, and CC5, thereis no restriction (tccpg ay 1S

tco)-

In cases CC6 through CC10, COPb isa WR command and
COPc isaRD command. The tocpg Ay Value needed
between these two packets depends upon the command and
address in the packet with COPa. In particular, in case CC6
when there is WR-WR-RD command sequence directed to
the same device, a gap will be needed between the packets
with COPb and COPc. The gap will need a COLC packet
with aNOCOP command directed to any device in order to
force an automatic retire to take place. Figure 18: (right)
provides a more detailed explanation of this case.

Cases CC7, CC8, and CC9 have no restriction (tccpei ay 1S
teo)-

For the purposes of analyzing COL-to-ROW interactions,
the PREC, WRA, and RDA commands of the COLC packet
are equivalent to the NOCOP, WR, and RD commands.
These commands also cause a precharge operation PREC to
take place. This precharge may be converted to an equiva-
lent PRER command on the ROW pins using the rules
summarized in Figure 14..

Table 11: COL-to-COL Packet Interaction - Rules

Case# ||COPa |Da Ba |Cal ||COPDb Db |Bb |Cbl |[COPc Dc Bc Ccl ||tccpELAY Example
CC1 XXXX XXXXX | X.X [X.X ||[NOCOP |Db |[Bb |Cbl |{xxxx XXXXX | XX | XX ||tee

CC2 XXXX XXXXX | X.X [X.X ||[RDWR |Db [Bb |Cbl [[NOCOP [xxxXX |X.X [|X.X [|tcc

CC3 XXXX XXXXX [ X.X | X.X ||RD Db [Bb |[Cbl |[|WR XXXXX | X.X | X.X ||tccHeac -tewp Figure 4:
CC4 XXXX XXXXX [ X.X |[X.X ||RD Db |Bb |Cbl ||RD XXXXX | X..X X.X ||tcc Figure 15:
CC5 XXXX XXXXX [ X.X | X.X |[|WR Db [Bb |[Cbl |[|WR XXXXX | XX | XX ||tee Figure 16:
CCé6 WR ==Db [x X.Xx |[|[WR Db [Bb (Cbl ||RD ==Db |x.x |X.X ||trTr Figure 18:
Ccc7 WR ==Db |Xx X.X |[|WR Db |Bb |Cbl ||RD /[=Db |x.X |X.X ||tcc

Cccs WR /=Db |x X.X |[WR Db |Bb |Cbl ||RD ==Db |[x.x [X.X ||tcc

CC9 NOCOP |==Db |x x.x |[[WR Db [Bb |[Cbl ||RD ==Db |x.Xx |X.X ||tcc

CC10 ||RD ==Db [x X.Xx [|[WR Db [Bb |[Cbl ||RD ==Db |x.X |X.X ||tcc

14 Rev.0.9/Dec.2000
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COL-to-ROW Packet Interaction

To Ty To T3 Ty Ts Tg T7 Tg To Tio T1aT19T1a Tug Tis T16T17 Tag Tag
e S R T R R,

CTMICFM | |
0 e tcrRDELAY
ROW2 mxx:xx (X‘XX‘(X‘XX‘(X‘ROPMO ANV
LROWO UL
coL4 COPaal
..COLO
DQAS..0
DQBS..0

Transaction a: COPa
Transaction b: ROPb

al={Da,Ba,Cal}
b0={Db,Bb,Rb}

Figure 9: COL-to-ROW Packet Interaction- Timing

Figure 9: shows arbitrary packets on the COL and ROW
pins. They must be separated by an interval tcrpg oy Which
depends upon the command and address valuesin the
packets. Table 12 summarizes the tcrpg Ay Value for all
possible cases.

Cases CR1, CR2, CR3, and CR9 show no interaction
between the COL and ROW packets, either because one of
the commands is a NOP or because the packets are directed
to different devices or to non-adjacent banks.

Case CR4 isillegal because an already-activated bank isto
be re-activated without being precharged Case CR5isillegal
because an adjacent bank can't be activated or precharged
until bank Bais precharged first.

In case CR6, the COL C packet containsa RD command, and
the ROW packet contains a PRER command for the same
bank. The trpp parameter specifies the required spacing.

Likewise, in case CR7, the COLC packet causes an auto-
matic retire to take place, and the ROW packet contains a
PRER command for the same bank. The tgtp parameter
specifies the required spacing.

Case CR8 is labeled “Hazardous” because a WR command
should always be followed by an automatic retire before a
precharge is scheduled. Figure 19: shows an example of
what can happen when theretireis not able to happen before
the precharge.

For the purposes of analyzing COL-to-ROW interactions,
the PREC, WRA, and RDA commands of the COLC packet
are equivalent to the NOCOP, WR, and RD commands.
These commands also cause a precharge operation to take
place. This precharge may converted to an equivalent PRER
command on the ROW pins using the rules summarized in
Figure 14..

A ROW packet may contain commands other than ACT or
PRER. The REFA and REFP commands are equivalent to
ACT and PRER for interaction analysis purposes. The inter-
action rules of the NAPR, PDNR, and RLXR commands are
discussed in alater section.

Table 12: COL-to-ROW Packet Interaction - Rules

Case# [[COPa |Da [Ba |[Cal |[ROPb  |Db Bb Rb  ||tcroeLay Example
CR1 NOCOP |Da (Ba |Cal |[[x.x XXXXX XXXX X..X 0
CR2 RD/WR |Da (Ba |[Cal ||x.x /=Da XXXX X..X 0
CR3 RD/WR |Da (Ba |[Cal ||x.x ==Da |/={BaBatl,Bal} |x.x 0
CR4 RD/WR |Da |Ba |Cal ||ACT ==Da =={Ba} X..X Illega
CR5 RD/WR |Da (Ba |[Cal ||x.x ==Da =={Bat1,Ba-1} X..X Illegal
CR6 RD Da (Ba |Cal |[IPRER ==Da |=={BaBatlBal} |x.Xx [|tgpp Figure 15:
CR7 retire? Da |Ba |Cal |[|PRER ==Da |=={BaBatlBal} |x.x ||trTp Figure 16:
CR8 WRP Da |Ba |Cal |[|PRER ==Da =={BaBat1,Ba-1} |x..x 0 Figure 19:
CR9 XXXX Da |Ba |Cal NOROP | xxxxx XXXX X..X 0

a. Thisis any command which permits the write buffer of device Dato retire (see Table 7). “Ba” isthe bank address in the write buffer.

b. This situation is hazardous because the write buffer will be left unretired while the targeted bank is precharged. See Figure 19:.
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ROW-to-ROW Examples

Figure 10: shows examples of some of the the ROW-to-
ROW packet spacings from Table 9. A complete sequence
of activate and precharge commands is directed to a bank.
The RR8 and RR12 rules apply to this sequence. In addition
to satisfying the tga 5 and tgp timing parameters, the separa-

ROW2
..ROWO

CoL4
..COLO

DQAS..0
DQBS..0

Figure 11: shows examples of the ACT-to-ACT (RR1, RR2)

To Ty

CTM/ICEM |
(' ACT a0

tion between ACT commands to the same bank must also

satisfy the tge timing parameter (RR4).

When a bank is activated, it is necessary for adjacent banks
to remain precharged. As aresult, the adjacent banks will
also satisfy parallel timing constraints; in the example, the
RR11 and RR3 rules are analogous to the RR12 and RR4

T, Ts Ty Ts Te T Tg Ty Ty

T11 T12T13 T1a[T1s T16T17 Tag Tag T20T2 Toz Tos T2aTos Tos To7 TogT.

rules.
a0 = {Da,Ba,Ra}
Same Device Adjacent Bank RR7 al = {Da,Ba+1}
| Same Device Adjacent Bank RR3 b0 = {Da,Ba+1,Rb}
| Same Device Same Bank RR4 b0 = {Da,Ba,Rb}
Same Device Adjacent Bank RR11 b0 = {Da,Ba+1,Rb}
r Same Device Same Bank RR12 b0 = {Da,Ba,Rb}

Wlmumommo

o T

PRER al

I 1 1 [
oo
Vet e
T T
»
T »
o
! !

Figure 10: Row Packet Example

and ACT-to-PRER (RR5, RR6) command spacings from

Table9. In general, the commands in ROW packets may be

spaced an interval tpp ck et apart unless they are directed to

To T,

o Tar T32Ta3 Tas Tas Ta6Tar Tag Tag Ta0Tas Taz Taa TaaTas Tas Tar

the same or adjacent banks or unlessthey are asimilar
command type (both PRER or both ACT) directed to the
same device.

a0 = {Da,Ba,Ra}

Different Device Any Bank RR1 b0 = {Db,Bb,Rb}
Same Device Non-adjacent Bank | RR2 c0 ={Da,Bc,Rc}
Different Device Any Bank RR5 b0 = {Db,Bb,Rb}
Same Device Non-adjacent Bank | RR6 c0 ={Da,Bc,Rc}

T1 T12T13[T1a Tas T16T17 Tag Tag T20To1 Too Tos Tos

To7 T28T29 Tao Tar T32Tas|Tas Tas Tag

Tag TaoTar Taz Tas TaaTas

T Ta7

ROW?2 ACT a0 X} X} (X ACT a0 Y PRER b0 X} (X ACT a0 Y PRER cO
..ROWO | \ \ ‘ | ‘ |
PACKET[¢——p | : €— tog > | | PACKETI—p | | lPACKET|¢—

coL4 i [ i i / / ' i / '

..COLO

DQAS..0

DQBS..0

Figure 11: Row Packet Example
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Figure 12: shows examples of the PRER-to-PRER (RR13,
RR14) and PRER-to-ACT (RR9, RR10) command spacings
from Table 9. The RR15 and RR16 cases (PRER-to-PRER
to same or adjacent banks) are not shown, but are similar to
RR14. In general, the commands in ROW packets may be

spaced an interval tppck et apart unless they are directed to
the same or adjacent banks or unless they are asimilar
command type (both PRER or both ACT) directed to the
same device.

a0 = {Da,Ba,Ra}

Different Device Any Bank RR13 | b0={Db,Bb,Rb}
Same Device Non-adjacent Bank | RR14 c0 = {Da,Bc,Rc}
Same Device Adjacent Bank RR15 c0 = {Da,Ba,Rc}
Same Device Same Bank RR16 | c0={Da,Ba+1Rc}

Different Device Any Bank RR9 b0 = {Db,Bb,Rb}
Same Device Non-adjacent Bank | RR10 c0 = {Da,Bc,Rc}

T, T3 Tq Ts|Te T; Tg
T

3[T1a T1s T16T17 T1g T1g T20T21 Too Taz To4

T27T28T29 Tao Tar T32Ta3[Taa Tas T3e Tag T40Ta1 Taz Ta3T4aTas [Tas Tar

ROW?2 PRER a0
..ROWO0

b0 )O (X PRER a0 | ACT c0

toaCKET

Figure 12: Row Packet Examples

Row and Column Cycle Description

Activate: A row cycle beginswith the activate (ACT) opera-
tion. The activation processis destructive; the act of sensing
the value of abit in a bank’s storage cell transfers the bit to
the sense amp, but leaves the original bit in the storage cell
with an incorrect value.

Restore: Because the activation processis destructive, a
hidden operation called restore is automatically performed.
The restore operation rewrites the bits in the sense amp back
into the storage cells of the activated row of the bank.

Read/Write: While the restore operation takes place, the
sense amp may be read (RD) and written (WR) using
column operations. If new dataiswritten into the sense amp,
it isautomatically forwarded to the storage cells of the bank
so the datain the activated row and the datain the sense amp
remain identical.

Precharge: When both the restore operation and the column
operations are completed, the sense amp and bank are
precharged (PRE). This leaves them in the proper state to
begin another activate operation.

Intervals: The activate operation requires the interval
trep,min to complete. The hidden restore operation requires
theinterval trasmin - trep,min to complete. Column read

and write operations are aso performed during the tras min
- trep,min interval (if more than about four column opera-
tions are performed, this interval must be increased). The
precharge operation requires the interval tgp iy t0
complete.

Adjacent Banks: An RDRAM with a“s’ designation
(512K x32sx16/18) indicates it contains “ split banks’. This
means the sense amps are shared between two adjacent
banks. The only exception is that sense amp 0, 15, 16, and
31 are not shared. When arow in abank is activated, the two
adjacent sense amps are connected to (associated with) that
bank and are not available for use by the two adjacent banks.
These two adjacent banks must remain precharged while the
selected bank goes through its activate, restore, read/write,
and precharge operations.

For example (referring to the block diagram of Figure 2:), if
bank 5 is accessed, sense amp 4/5 and sense amp 5/6 will
both be loaded with one of the 512 rows (with 512 bytes
loaded into each sense amp from the 2K byte row - 512 bytes
to the DQA side and 512 bytes to the DQB side). While this
row from bank 5 is being accessed, no rows may be accessed
in banks 4 or 6 because of the sense amp sharing.

Rev.0.9 / Dec.2000
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Precharge Mechanisms

Figure 13: shows an example of precharge with the ROWR
packet mechanism. The PRER command must occur atime

tras after the ACT command, and atime tgp before the next
ACT command. Thistiming will serve as a baseline aginst
which the other precharge mechanisms can be compared.

a0 = {Da,Ba,Ra}
a5 = {Da,Ba}
b0 = {Da,Ba,Rb}

ToTi To Ts Ty Ts Te Ty Tg To Tio T1a T12T13 Tua Tas T16T17 T1g Tag T20To1 T22 Tos T24Tos Too T27 T28Ta9 Tao Tar 132733 Tas Tas T36Tar Tas Tag T40Tar Taz Taz T4aTas Tag Tar

CTMICEM || [LIL[LIL L
“rowo )
.ROWO |

.COLO MUl
DQAS..0 OO(MM
DQB8.0 LAl

Figure 13: Precharge via PRER Command in ROWR Packet

Figure 14: (top) shows an example of precharge withaRDA
command. A bank is activated with an ROWA packet on the
ROW pins. Then, a series of four dualocts are read with RD
commandsin COL C packets on the COL pins. The fourth of
these commandsis a RDA, which causes the bank to auto-
matically precharge when the final read has finished. The
timing of this automatic precharge is equivalent to a PRER
command in an ROWR packet on the ROW pinsthat is
offset atime topep from the COL C packet with the RDA
command. The RDA command should be treated as a RD
command in a COL C packet as well as a simultaneous (but
offset) PRER command in an ROWR packet when analyzing
interactions with other packets.

Figure 14: (middle) shows an example of precharge with a
WRA command. Asin the RDA example, abank is acti-
vated with an ROWA packet on the ROW pins. Then, two
dualocts are written with WR commands in COL C packets
on the COL pins. The second of these commandsisa WRA,
which causes the bank to automatically precharge when the
final write has been retired. The timing of this automatic
prechargeis equivalent to aPRER command in an ROWR
packet on the ROW pinsthat is offset atime toepp from the
COLC packet that causes the automatic retire. The WRA
command should be treated as a WR command in aCOLC
packet as well as a simultaneous (but offset) PRER
command in an ROWR packet when analyzing interactions
with other packets. Note that the automatic retireistriggered
by a COLC packet atime tgrr after the COLC packet with

the WR command unless the second COLC containsa RD
command to the same device. Thisis described in more
detail in Figure 17:.

Figure 14: (bottom) shows an example of precharge with a
PREX command in an COLX packet. A bank is activated
with an ROWA packet on the ROW pins. Then, a series of
four dual octs are read with RD commands in COL C packets
on the COL pins. The fourth of these COLC packets
includes an COL X packet with a PREC command. This
causes the bank to precharge with timing equivalent to a
PRER command in an ROWR packet on the ROW pins that
is offset atime toeep from the COL X packet with the PREX
command.

18
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(COLC Packet: RDA Precharge Offset )

ToTy Ty T3 T4 Ts Te Ty Tg To Tao Tia T1oTas Tug Tas T16T17 Tas Tao T20T21 Too Tas T24Tas Tos Tor T28Tao Tao Tar T32Tas Tas Tas TagTar Tag Tag Ta0Tar Taz Tas TagTas Tag Tar

CTM/CFM IENROAROROROROEUEORUEEROE RO EOEURGEIE OO OEOE OO OO OGO E OO OO0 OO :

The RDA precharge is equwalent to a PRER command here

..ROWO |

coL4
..COLO
DQAS..0 q@D X @ X T@ X @
DQBS..0
[Transaction a: RD| a0 = {Da,Ba,Ra} al= {Da,Ba,Cal} a2 = {Da,Ba,CaZ}
a3 = {Da,Ba,Ca3} a4 = {Da,Ba,Cad} a5 = {Da,Ba} |

(COLC Packet: WDA Precharge Offset )

ToTi Ty T3 T4 Ts Te Ty Tg To Tao Tia T1oTas Tug Tas T16T17 Tas Tao T20T21 Too Tas T24Tas Tos Tor T28Tao Tao Tar T32Tas Tas Tas TagTar Tag Tag Ta0Tar Taz Tas TagTas Tag Tar

cT™MCEM I EE I I BT BTt I Lt L et 1 e e 0 1 e 1 e e et e e el
|

ASh AR el

! The WRA precharge (trlggered by the automatlc retlre) is eqUIvaIent to a PRER command here
ROW?2 ( ACT a0 S \
.ROWO0O |

CoL4
..COLO

Transactiona: WR] a0={Da,BaRa} | al={DaBaCal} | a2={DaBaCa2} | a5 = {Da,Ba} |

(COLX Packet: PREX Precharge Offset )

ToTy Ty T3 T4 Ts Te Ty Tg To Tao Tia T1oT1s Tug Tas T16T17 Tas Tao T20T21 Too Tas T24Tas Tos Tor T28Tao Tao Tar T32Tas Tas Tas Ta6Tar Tag Tag Ta0Tar Taz Tas TagTas Tag Tar

The PREX precharge command is equwalent toa PRER command here '
ROW?2 (_AE e S y
..ROWO |
coL4 NV VYVYVV VTV RDal_| RDa2 | Rbas | RDa

.COLO ~ J-PREX a5

{ PRER a5 |

DQAS..0 q@D X @ X T@ X @
DQBS8..0 L . LU LA AL
[Transaction a: RD| a0 = {Da,Ba,Ra} al= {Da,Ba,Cal} a2 = {Da,Ba,CaZ}
a3 = {Da,Ba,Ca3} a4 = {Da,Ba,Cad} a5 = {Da,Ba} |
Figure 14: Offsets for Alternate Precharge Mechanisms
Rev.0.9 / Dec.2000 19
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Read Transaction - Example

Figure 15: shows an example of aread transaction. It begins
by activating abank with an ACT a0 command in an ROWA
packet. A time trp later aRD al command isissued in a
COLC packet. Note that the ACT command includes the
device, bank, and row address (abbreviated as a0) while the
RD command includes device, bank, and column address
(abbreviated asal). A time tcp ¢ after the RD command the
read data dualoct Q(al) isreturned by the device. Note that
the packets on the ROW and COL pins use the end of the
packet as atiming reference point, while the packets on the
DQA/DQB pins use the beginning of the packet as atiming
reference point.

A time tcc after the first COLC packet on the COL pinsa
second isissued. It contains a RD a2 command. The a2
address has the same device and bank address as the al
address (and a0 address), but a different column address. A
time top ¢ after the second RD command a second read data
dualoct Q(a2) isreturned by the device.

Next, a PRER a3 command isissued in an ROWR packet on
the ROW pins. This causes the bank to precharge so that a
different row may be activated in a subsequent transaction or
so that an adjacent bank may be activated. The a3 address

includes the same device and bank address as the &0, al, and
a2 addresses. The PRER command must occur atimetgas
or more after the original ACT command (the activation
operation in any DRAM is destructive, and the contents of
the selected row must be restored from the two associated
sense amps of the bank during the tga g interval). The PRER
command must also occur atime tgpp Or more after the last
RD command. Note that the tgpp Value shown is greater
than the trpp v N SPecification in Table 21. Thistransaction
example reads two dualocts, but there is actually enough
timeto read three dual octs before tgpp becomes the limiting
parameter rather than tgas. If four dualocts were read, the
packet with PRER would need to shift right (be delayed) by
one tcy ¢ g (note - this case is not shown).

Finally, an ACT b0 command isissued in an ROWR packet
on the ROW pins. The second ACT command must occur a
timetgc or more after thefirst ACT command and atime tgp
or more after the PRER command. This ensures that the
bank and its associated sense amps are precharged. This
example assumes that the second transaction has the same
device and bank address as the first transaction, but a
different row address. Transaction b may not be started until
transaction a has finished. However, transactions to other
banks or other devices may be issued during transaction a.

ToTy Ty T3 T4 Ts Te Ty Tg To Tao Tia T1oT1s Tug Tas T16T17 Tas Tao T20T21 Too Tas T24Tas Tos Tor T28Tao Tao Tar T32Tas Tas Tas TagTar Tag Tag Ta0Tar Taz Tas TagTas Tag Tar

ROW2 ( ACT a0
.ROWO0O |

PRER a3

coL4
.COLO
DQAS8..0
DQBS8..0
«— lcac —p
Transaction a: RD| a0 = {Da,Ba,Ra} al={DaBaCal} | a2={DaBaCa2} | a3 = {Da,Ba} |
Transaction b: xx b0 = {Da,Ba,Rb}
Figure 15: Read Transaction Example
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Write Transaction - Example

Figure 16: shows an example of awrite transaction. It begins
by activating abank with an ACT a0 command in an ROWA
packet. A time tgcp later aWR al command isissued in a
COLC packet. Note that the ACT command includes the
device, bank, and row address (abbreviated as a0) while the
WR command includes device, bank, and column address
(abbreviated as al). A timetqyyp after the WR command the
write data dualoct D(al) isissued. Note that the packets on
the ROW and COL pins use the end of the packet as atiming
reference point, while the packets on the DQA/DQB pins
use the beginning of the packet as a timing reference point.

A time tcc after the first COLC packet on the COL pinsa
second COL C packet isissued. It containsaWR a2
command. The a2 address has the same device and bank
address as the al address (and a0 address), but a different
column address. A time toy,p after the second WR
command a second write data dualoct D(a2) is issued.

A time tgrg after each WR command an optional COLM
packet MSK (al) isissued, and at the sametime a COLC
packet isissued causing the write buffer to automatically
retire. See Figure 17: for more detail on the write/retire
mechanism. If a COLM packet is not used, al data bytes are
unconditionally written. If the COLC packet which causes

the write buffer to retire is delayed, then the COLM packet
(if used) must also be delayed.

Next, a PRER a3 command isissued in an ROWR packet on
the ROW pins. This causes the bank to precharge so that a
different row may be activated in asubseguent transaction or
so that an adjacent bank may be activated. The a3 address
includes the same device and bank address as the a0, al, and
a2 addresses. The PRER command must occur atime tga g
or more after the original ACT command (the activation
operation in any DRAM is destructive, and the contents of
the selected row must be restored from the two associated
sense amps of the bank during the tga g interval).

A PRER a3 command isissued in an ROWR packet on the
ROW pins. The PRER command must occur atime tgpor
more after the last COL C which causes an automatic retire.

Finally, an ACT b0 command isissued in an ROWR packet
on the ROW pins. The second ACT command must occur a
timetgc or more after thefirst ACT command and atime tgp
or more after the PRER command. This ensures that the
bank and its associated sense amps are precharged. This
example assumes that the second transaction has the same
device and bank address as the first transaction, but a
different row address. Transaction b may not be started until
transaction a has finished. However, transactions to other
banks or other devices may be issued during transaction a.

ToTi Ty T3 T4 Ts Te Ty Tg To Tao Tia T1oTas Tug Tas T16T17 Tas Tao T20T21 Too Tos T24Tas Tos Tor T28Ta Tao Tar T32Tas Tas Tas Ta6Tar Tag Tag Ta0Tar Taz Tas TagTas Tag Tar

CTMICEM LI EL I LD LD (L L L (L L L L

ROW?2

..ROWO

COL4 WR a2 Yretire (all) retire (aIZ)

.COLO | LA MSK (al) AMSK (a2)
::::::::::::ﬂRTR-———*<...t'RT'R:_,::

DQBS..0 AN ANANANANAAANANANAN
o eteeple=tewn pf o

— tRCD —p¢— tCWD —>

[Transaction a: WR a0 = {Da,Ba,Ra}

al ={DaBa,Cal} |

a2 = {Da,Ba,Ca2} | a3 = {Da,Ba} |

Transaction b: xx b0 = {Da,Ba,Rb}

Figure 16: Write Transaction Example
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Write/Retire - Examples

The process of writing a dualoct into a sense amp of an
RDRAM bank occursin two steps. The first step consists of
transporting the write command, write address, and write
datainto the write buffer. The second step happens when the
RDRAM automatically retires the write buffer (with an
optional bytemask) into the sense amp. This two-step write
process reduces the natural turn-around delay dueto the
internal bidirectional data pins.

Figure 17: (Ieft) shows an example of this two step process.
Thefirst COLC packet contains the WR command and an
address specifying device, bank and column. The write data
dualoct follows atime tqyyp later. Thisinformationisloaded
into the write buffer of the specified device. The COLC

ToTi Tp T3 Ty Ts Tg T7 Tg Tg Tio T TipTis Ty T

CTM/CFM

Retire is automatic here unless

(1) No COLC packet/(S=0) or e
ROW2 2) COLC packet is Dtodewégg;ﬂo ROW?2
.ROWO /U u.uu.uu.uu.uu.uu.uuu uuuuuuuuuuuu ROWO
coL4 WR al m:xm retire (al) Xm CcoL4
.COLO AU IMISK(al) LU .COLO
e RTR T
DQAS8..0 MMMM D (al) ”X) DQAS8..0
<4 tcwp P

[ Transactiona: WR | al={DaBaCal} |

packet which follows atime tgrg later will retire the write
buffer. The retire will happen automatically unless (1) a
COLC packet is not framed (no COLC packet is present and
the Shit is zero), or (2) the COLC packet containsa RD
command to the same device. If theretire does not take place
at time tgrg after the original WR command, then the device
continues to frame COL C packets, looking for the first that
isnot aRD directed to itself. A bytemask MSK(al) may be
supplied in a COLM packet aligned with the COLC that
retires the write buffer at time tgg after the WR command.

The memory controller must be aware of this two-step
write/retire process. Controller performance can be
improved, but only if the controller design accounts for
several side effects.

ToTi To T3 T4 Ts T Ty Tg Tg Tao T1a T15T15 Taa Tas T16Ta7 T Tag T20T21 T2z Tas

A e toa e foac )
WR al RD b1 Yretire (al)§ RO c1

MSK (al) N AAMANAANAAAAD

e—frg— N D

s s
UUUABIU BB A AU R
<4 tcwp P

al={Da,Ba,Cal}
bl={Da,Ba,Cal}
cl={Da,Ba,Cal}

Transaction a: WR
Transaction b: RD
Transaction c: RD

Figure 17: Normal Retire (left) and Retire/Read Ordering (right)

Figure 17: (right) shows the first of these side effects. The
first COLC packet has a WR command which loads the
address and data into the write buffer. The third COLC
causes an automatic retire of the write buffer to the sense
amp. The second and fourth COL C packets (which bracket
the retire packet) contain RD commands with the same
device, bank and column address as the original WR
command. In other words, the same dualoct address that is
written isread both before and after it isactually retired. The
first RD returns the old dualoct value from the sense amp
before it is overwritten. The second RD returns the new
dualoct value that was just written.

Figure 18: (left) shows the result of performing a RD
command to the same device in the same COL C packet slot
that would normally be used for the retire operation. The
read may be to any bank and column address; all that matters
isthat it isto the same device as the WR command. The

retire operation and MSK (al) will be delayed by atime
tpackeT asaresult. If the RD command used the same bank
and column address as the WR command, the old data from
the sense amp would be returned. If many RD commands to
the same device were issued instead of the single onethat is
shown, then the retire operation would be held off an arbi-
trarily long time. However, once a RD to another device or a
WR or NOCOP to any device isissued, the retire will take
place. Figure 18: (right) illustrates a situation in which the
controller wants to issue a WR-WR-RD COLC packet
sequence, with all commands addressed to the same device,
but addressed to any combination of banks and columns.
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Write/Retire Examples - continued

The RD will prevent aretire of the first WR from automati-
cally happening. But the first dualoct D(al) in the write
buffer will be overwritten by the second WR dualoct D(b1)
if the RD command isissued in the third COLC packet.

ToTi To Ts Ty Ts Te Ty Tg To Tio T1a T12T13 Tug Tis T1T17 Tag Tag T2oT

| cT™MICEM

CTM/CEFM
" The retire 'op'erétic')n for awrite canbe
. hgldloff by a reladltolthg same clievlicel

ROW?2
.ROWO
C L et
COL4 WR al W RD bl Yretire (al)
.COLO AN MSK (al)
1 [€—tRTR FthackeT
DQAS.0 T B D TV
DQB8.0 UL
[ 4—tcywp P

Therefore, it isrequired in this situation that the controller
issue aNOCOP command in the third COL C packet,
delaying the RD command by atime of tpacket. This Situa-
tion isexplicitly shown in Table 11 for the cases in which

tcepeLay iSequal to tryg.

To Ty To T3 T4 Ts Tg Ty TgTe Tio T1aT15T13 Taa Tis T1gTar Tis Tao Tag

ROW?2
ROWO I ) UL,
7l COL4 WRal § WRbl Vretire (@a)§ RDcl MM
.COLO MSK (al) WY
| e tRTR T
DQAS8..0 YT YAYYY D an) XD(bl) UM
DQBS8.0 WU A AU

<4 tcwp P

Transaction a: WR

al={Da,Ba,Cal}

Transaction b: RD

bl={Da,Bb,Cb1}

Transaction a: WR

al={Da,Ba,Cal}

Transaction b: WR

bl={Da,Bb,Cb1l}

Transaction ¢: RD

cl={Da,Bc,Ccl}

Figure 18: Retire Held Off by Read (left) and Controller Forces WWR Gap (right)

Figure 19: shows a possible result when aretireis held off
for along time (an extended version of Figure 18:-left).
After aWR command, a series of six RD commands are
issued to the same device (but to any combination of bank
and column addresses). In the meantime, the bank Bato
which the WR command was originally directed is
precharged, and a different row Rc is activated. When the
retireis automatically performed, it is made to this new row,

since the write buffer only contains the bank and column
address, not the row address. The controller can insure that
this doesn’'t happen by never precharging a bank with an
unretired write buffer. Note that in a system with more than
one RDRAM, there will never be more than two RDRAMs
with unretired write buffers. Thisis because aWR command
issued to one device automatically retires the write buffers of
all other devices written atime tgrr before or earlier.

ctMiCEM L ELITFLELFLELFLELFLILFLILFL L | - | | !

ROW?2 ( ACT a0

.ROWO0O | |

coL4 WMCXM WRal W RDbl Y| RDb2 | RDDb3 b4 | RDDb5 | RD b6 |retire @) m

..COLO UL UL LU MSK (L) | [ A NA
et MR I B S S ——————

DQAS8..0 ! mmm D (al) Q (b1) x Q (b2) x QMb3) Y Q(ba) x Q (b5) )

DQB8..0 UL LA

4 tcywp P tcac —

WARNING

Transaction a: WR

a0 = {Da,Ba,Ra}

al = {Da,Ba,Cal} a2 = {Da,Ba}

[Transaction b: RD

bl = {Da,Bb,Cb1}

b2 = {Da,Bb,Cb2} b3={Da,Bb,Cb3} This sequence is hazardous

b4 = {Da,Bb,Cb4}

and must be used with caution

b5 = {Da,Bb,Cb5} b6 = {Da,Bb,Ch6}

[Transaction c: WR

c0 = {Da,Ba,Rc}

Figure 19: Retire Held Off by Reads to Same Device, Write Buffer Retired to New Row
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Interleaved Write - Example

Figure 20: shows an example of an interleaved write transac-
tion. Transactions similar to the one presented in Figure 16:
are directed to non-adjacent banks of asingle RDRAM. This
alows anew transaction to be issued once every tgg interval
rather than once every trc interval (four times more often).
The DQ data pin efficiency is 100% with this sequence.

With two dualocts of datawritten per transaction, the COL,
DQA, and DQB pinsarefully utilized. Banks are precharged

using the WRA autoprecharge option rather than the PRER
command in an ROWR packet on the ROW pins.

In this example, the first transaction is directed to device Da
and bank Ba. The next three transactions are directed to the
same device Da, but need to use different, non-adjacent
banks Bb, Bc, Bd so there is no bank conflict. The fifth
transaction could be redirected back to bank Ba without
interference, since the first transaction would have
completed by then (tgc has elapsed). Each transaction may
use any value of row address (Ra, Rb, ..) and column address
(Cal, Ca2, Chl, Cb2, ...).

CTM/CFM [ [ [ [ [ [ [ [ ] [ [ [ ] [ [ [ ] 1 [l 1 1 1 ' 1 1 1 [ 1 1 1 1 1 1 1 [l 1 1 1 ' 1
L Lt e yTransaction e can use the
R 1: I tre A T y’sarﬂe bankastransa(l:tiqng
ROW?2 m ACT a0 mm ACT b0 mm ACT c0 mm ACT dO mm Veo mx ACT f0 XW
.ROWO LU
Crov o e—trep ] e  e—— g
coL4 WRz1 | WRAz2 | WRal YWRA=2 | WRbL VWRAD2 | WRcl \ WRAc2 Y WRdl | WRdz | WRel | WRe:
_COLO MSK (y1) AMSK (y2) \MSK (z1) AMSK (z2) AMSK (al)  MSK (a2) AMSK (b1) AMSK (b2)  MSK (c1) A MSK (c2) AMSK (d1) AMSK (d
D e towp ]
DQAS8..0 D (x2) x D (y1) x D (y2) x D (z1) x D (z2) D (al) x D (a2) x D (b1) x D (b2) x D(c1) x D (c2) x D (d1) [
DQB8..0 .

Transaction y: y0 = {Da,Ba+4,Ry}

yL={Da,Ba+4Cyl} | yo={DaBa+4,Cy2} | y3={DaBa+d}

Transaction z: WR z0 = {Da,Ba+6,Rz}

z1 ={Da,Ba+6,Cz1} z2={Da,Ba+6,Cz2} z3 ={Da,Ba+6}

Transaction a: WR a0 = {Da,Ba,Ra}

al ={Da,Ba,Cal} a2= {Da,Ba,Ca2} a3 = {Da,Ba}

Transaction b: WR | b0 ={Da,Ba+2,Rb} | bl ={Da,Ba+2,Cbl} | b2={Da,Ba+2,Cb2} b3 = {Da,Ba+2}
Transaction c: WR c0 = {Da,Ba+4,Rc} cl ={Da,Ba+4,Ccl} c2={Da,Ba+4,Cc2} c3 ={Da,Ba+4}
Transactiond: WR | d0={Da,Ba+6,Rd} | d1={Da,Ba+6,Cdl} | d2={Da,Ba+6,Cd2} d3 ={Da,Ba+6}
Transaction e: WR e0 = {Da,Ba,Re} el ={Da,Ba,Cel} e2= {Da,Ba,Ce2} e3 = {Da,Ba}

Transaction f: WR f0 = {Da,Ba+2,Rf} fl ={Da,Ba+2,Cf1} f2={Da,Ba+2,Cf2} f3 ={Da,Ba+2}

Figure 20: Interleaved Write Transaction with Two Dualoct Data Length

Interleaved Read - Example

Figure 21: shows an example of interleaved read transac-
tions. Transactions similar to the one presented in Figure 15:
are directed to non-adjacent banks of asingle RDRAM. The
address sequence isidentical to the one used in the previous
write example. The DQ data pins efficiency is aso 100%.
The only difference with the write example (aside from the
use of the RD command rather than the WR command) is
the use of the PREX command in a COLX packet to
precharge the banks rather than the RDA command. Thisis
done because the PREX isavailablefor areadtransaction but
is not available for a masked write transaction.

Interleaved RRWW - Example

Figure 22: shows a steady-state sequence of 2-dual oct
RD/RD/WR/WR.. transactions directed to non-adjacent
banks of asingle RDRAM. Thisissimilar to the interleaved
write and read examplesin Figure 20: and Figure 21: except

that bubble cycles need to be inserted by the controller at
read/write boundaries. The DQ data pin efficiency for the
examplein Figure 22: is 32/42 or76%. If there were more
RDRAMSs on the Channel, the DQ pin efficiency would
approach 32/34 or 94% for the two-dualoct RRWW
sequence (this case is not shown).

In Figure 22:, the first bubble type tcgyg; isinserted by the
controller between a RD and WR command on the COL
pins. This bubble accounts for the round-trip propagation
delay that is seen by read data, and is explained in detail in
Figure 4:. This bubble appears on the DQA and DQB pinsas
tppup1 between awrite data dual oct D and read data dual oct
Q. This bubble aso appears on the ROW pins as trg 1.
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CTM/CFM

ROW2
..ROWO

CoL4
.COLO

ToTy Ty T3 T4 Ts Te Ty Tg To Tao Tia T1oTas Tug Tas T16T17 Tas Tao T20T21 Too Tas T24Tas Tos Tor T28Tao Tao Tar T32Tas Tas Tas TagTar Tag Tag Ta0Tar Taz Tas TagTas Tag Tar

A P t L Transaction e can use the
[ T T T R D N E R R R R R R R I =] O T T T %ame bank as transaction a
== = 00T == 000 JiliC=~ i
UL UL, Av| SNV UL, U UL,
Lo 4—tRCD—> e e <—tRR—> e
RD z1 RD ZZ RD al RD a2 RD bl RD b2 RD cl RD c2 RD dl RDdZ RD el RD e2
PREX y3 PREX z3 PREX a3 PREX b3 PREX ¢3 PREX ¢

T T T T
Vo <-|—|— tCAC —|—|-} Do e

DQAS..0
DQBS..0

YD) x QoD x a2 x RYen) x q@

Q@D x Q@ x Qb x q®2) x &) x @ x Q)

Transaction y:

y0 = {Da,Ba+4,Ry}

yl ={Da,Ba+4,Cy1}

y2={Da,Ba+4,Cy2}

y3 = {Da,Ba+4}

Transaction z:

20 = {Da,Ba+6,Rz}

z1 ={Da,Ba+6,Cz1}

z2={Da,Ba+6,Cz2}

z3 ={Da,Ba+6}

Transaction a:

a0 = {Da,Ba,Ra}

al ={Da,Ba,Cal}

a2= {Da,Ba,Ca2}

a3 = {Da,Ba}

Transaction b:

b0 = {Da,Ba+2,Rb}

bl = {Da,Ba+2,Cbl}

b2= {Da,Ba+2,Cb2}

b3 = {Da,Ba+2}

Transaction c:

c0 = {Da,Ba+4,Rc}

cl ={Da,Ba+4,Ccl}

c2={Da,Ba+4,Cc2}

c3 ={Da,Ba+4}

Transaction d:

d0 = {Da,Ba+6,Rd}

dl ={Da,Ba+6,Cd1}

d2={Da,Ba+6,Cd2}

d3 ={Da,Ba+6}

Transaction e:

e0 = {Da,Ba,Re}

el ={Da,Ba,Cel}

e2= {Da,Ba,Ce2}

e3 = {Da,Ba}

Transaction f:

f0 = {Da,Ba+2,Rf}

fl = {Da,Ba+2,Cf1}

f2={Da,Ba+2,Cf2}

f3 ={Da,Ba+2}

Figure 21:

The second bubble type tcgyg, isinserted (asaNOCOP
command) by the controller between aWR and RD
command on the COL pins when thereisa WR-WR-RD
sequence to the same device. This bubble enables write data
to beretired from the write buffer without being lost, and is

Interleaved Read Transaction with Two Dualoct Data Length

explained in detail in Figure 18:. There would be no bubble
if address cO and address dO were directed to different
devices. This bubble appears on the DQA and DQB pins as
tppupr2 between awrite data dual oct D and read data dual oct
Q. This bubble aso appears on the ROW pins as trg g2

ToTy To T3 Ty Ts To Ty Tg To Tao T1a T12T1s Tag Tus T16T17 Tag Tag T20T21 T2o Tos T2aTas Tog Tor T28Too Tao Tar T32Tas Tas Tas Ta6Ta7 Tas Tag T40Tar Tao Tas TaaTas Tas Tar

CTM/CFM ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] ] :
L daml w4t ' tooimat aag + . Transaction e can use the
Pororn : I S S : tRBUBZ—" ' same bankast?\@nsactlona
ROW2 m ACT a0 W ACT c0 ACT do m A\iT €0 X}
.ROWO \] | LU LU
P topuss 1L e topupt L e Tosuee )
coL4 RD z1 RD 22 RD al RD a2 WRbl YWRADB2 { WRcl Y WRAc2 NOCOP Y NOCOP § RDdO
_COLO PREX 23 | || | | IMSK (y2) | PREX a3 \MSK (b1) \MSK (b2) f MSK (c1) \ MSK (c2)
tD'BUB'lﬂ:‘ﬁ:EtDB:UE%ZH'PEi:;E;:::::::::::::::':::E:tDBUBl{‘:
DQAS..0 D (y2) XM MYV Q (z1) X Q@) x Q@) X Q (2 X D (b1) X D (b2) X D (cl) X D (c2) WD@
DQB8..0 : LA ,

Transaction y: WR

y0 = {Da,Ba+4,Ry}

yl {Da Ba+4 Cyl}

y2 {Da Ba+4 Cy2}

y3 {Da Ba+4}

Transaction z: RD

z0 = {Da,Ba+6,Rz}

z1 ={Da,Ba+6,Cz1}

z2= {Da,Ba+6,Cz2}

z3 ={Da,Ba+6}

Transaction a: RD

a0 = {Da,Ba,Ra}

al = {Da,Ba,Cal}

a2={Da,Ba,Ca2}

a3 = {Da,Ba}

Transaction b: WR

b0 = {Da,Ba+2,Rb}

bl ={Da,Ba+2,Cb1}

b2= {Da,Ba+2,Cb2}

b3 = {Da,Ba+2}

Transaction c: WR

c0 = {Da,Ba+4,Rc}

cl ={Da,Ba+4,Ccl}

c2={Da,Ba+4,Cc2}

c3 = {Da,Ba+4}

Transaction d: RD

d0 = {Da,Ba+6,Rd}

dl ={Da,Ba+6,Cd1}

d2={Da,Ba+6,Cd2}

d3 = {Da,Ba+6}

Transaction e: RD

e0 = {Da,Ba,Re}

el = {Da,Ba,Cel}

e2={Da,Ba,Ce2}

e3 = {Da,Ba}

Transaction f: WR

f0 = {Da,Ba+2,Rf}

fl = {Da,Ba+2,Cf1}

f2= {Da,Ba+2,Cf2}

f3 ={Da,Ba+2}

Figure 22:

Interleaved RRWW Sequence with Two Dualoct Data Length
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Control Register Transactions SCK (serial clock) and CMD (command) are driven by the
controller to all RDRAMsin paralel. SIO0 and SIO1 are

The RDRAM hastwo CMOS input pins SCK and CMD and connected (in adaisy chain fashion) from one RDRAM to
two CMOS input/output pins SIO0 and SIO1. These provide the next. In normal operation, the dataon SIOO is repeated

serial accessto a set of control registersin the RDRAM. on SI01, which connectsto SIO0 of the next RDRAM (the
These control registers provide configuration information to datais repeated from SIO1 to SIOO0 for aread data packet).
the controller during the initialization process. They also The controller connects to SIOO0 of the first RDRAM.

allow an application to select the appropriate operating mode
of the RDRAM.

sck . T4 Tao Tse Ts, Tes )
T A e A A
CMD next transaction
| ] ] ] ] 1
( 1111J0000] 00000000...00000000 00000000...00000000 00000000...00000000 00000000...00000000 111 :CO
SI00
1
QOOU SRQ - SW‘R command ‘SA ‘SD S‘I NT
0
! Each packet is repeated |
SI01 from S100 to SIOL 1

SRQ - SWR command SA SD SINT 0
Figure 23: Serial Write (SWR) Transaction to Control Register
Write and read transactions are each composed of four A write transaction has a SD (Serial Data) packet next. This

packets, as shown in Figure 23: and Figure 24:. Each packet contains 16 bits of data that is written into the selected
consists of 16 bits, as summarized in Table 13 and Table 14. control register. A SINT (Serial Interval) packet islast,

The packet bits are sampled on the falling edge of SCK. A providing some delay for any side-effects to take place. A
transaction begins with a SRQ (Serial Request) packet. This read transaction has a SINT packet, then a SD packet. This
packet is framed with a 11110000 pattern on the CMD input provides delay for the selected RDRAM to access the

(note that the CMD hits are sampled on both the falling edge control register. The SD read data packet travelsin the oppo-

and the rising edge of SCK). The SRQ packet contains the site direction (towards the controller) from the other packet
SOP3..SOPO (Serial Opcode) field, which selects the trans- types. Because the RDRAM drivers data on the falling SCK
action type. The SDEV4..SDEVO (Serial Device address) edge,the read data transmit windows is offset tSCY CLE/2

selects one of the 32 RDRAMSs. If SBC (Serial Broadcast) is relative to the other packet types.The SCK cycle time will
set, then all RDRAMSs are selected. The SA (Serial Address) accomodate the total delay.
packet contains a 12 bit address for selecting a control

register.
sck T4 Tao Tas
CMD ne>|<t trlansalction —
| 1
( 111110000 00000000...00000000 00000000...00000000 00000000...00000000 00000000...00000000 E})
f - ! ‘ ‘ ‘ ‘ ‘ ‘ controller drives 0
SI00 - SINT15. SINTO / 17%Z/0 on[SIO 1
SRQ - SRD command SA SINT ol s? “““ 0
: : - — 0
sio1 ' First 3 packets are repeated | non-addressed RDRAMs pass | addressed BORAM drive
from S100 to SIO1 0/SD15..SD0/0 from SIO1 to SI00 0/SD15..5D0/0 on SI00 1
J T \
SRQ - SRD command SA SINT SD 0
| | | | | | | | T T T T T T T T T T T T T T T T | | | | | 0
Figure 24: Serial Read (SRD) Transaction Control Register
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Control Register Packets

Table 13 summarizesthe formats of the four packet typesfor SCK 15141414141
control register transactions. Table 14 summarizesthe fields J H J
that are used within the packets.

Figure 25: shows the transaction format for the SETR, CMD
CLRR, and SETF commands. These transactions consist of a
single SRQ packet, rather than four packets like the SWR

: [
and SRD commands. The same framing sequence on the SI00 \ SRR parket; SETRIGLRR/FETR
CMD input is used, however. The packet is repeated
from S100 to SI01

Ty Tao
I

111J0000 00000000...00000000

~
>
>
-

A A

| I—
—
o

—_—

—
= =

OO~ '
Sio1 \M SRQ packet - SETR/ICLRR/SETF DOQO
0
| | | | | | | |
Figure 25: SETR, CLRR,SETF Transaction

Table 13: Control Register Packet Formats

SCK SIO0 or SIO0 or SIO0 or SIO0 or SCK SIO0 or SIO0 or SIO0 or SIO0 or
Cycle S101 S101 S101 S101 Cycle S101 S101 S101 S101
for SRQ for SA for SINT for SD for SRQ for SA for SINT for SD
0 rsrv rsrv 0 SD15 8 SOP1 SA7 0 SDh7
1 rsrv rsrv 0 SD14 9 SOPO SA6 0 SD6
2 rsrv rsrv 0 SD13 10 SBC SA5 0 SD5
3 rsrv rsrv 0 SD12 11 SDEV4 SA4 0 Sb4
4 rsrv SA11 0 SD11 12 SDEV3 SA3 0 SD3
5 SDEV5 SA10 0 SD10 13 SDEV2 SA2 0 Sbh2
6 SOP3 SA9 0 SD9 14 SDEV1 SA1 0 SD1
7 SOP2 SA8 0 SD8 15 SDEVO SAO 0 Sbo
Table 14: Field Description for Control Register Packets
Field Description
rsrv Reserved. Should be driven as“0" by controller.
SOP3..SOPO 0000 - SRD. Serial read of control register { SA11..SA0} of RDRAM {SDEV5..SDEV0}.
0001 - SWR. Seria write of control register { SA11..SAC0} of RDRAM { SDEV 5..SDEVO0}.
0010 - SETR. Set Reset bit, all control registers assume their reset values.2 Must be followed by adelay and aCLRR ?
0100 - SETF. Set fast (normal) clock mode. 4 t 5oy g delay until CLRR command
1011 - CLRR. Clear Reset bit, al control registers retain their reset values.24 t gcy ¢ g delay until next command.
1111 - NOP. No serial operation.
0011, 0101-1010, 1100-1110 - RSRV. Reserved encodings.
SDEVS5..SDEVO Serial device. Compared to SDEVID 5..SDEVIDO field of INIT control register field to select the RDRAM to which the trans-
action is directed.
SBC Serial broadcast. When set, RDRAMs ignore { SDEV 5..SDEV0} for RDRAM selection.
SA11..SA0 Serial address. Selects which control register of the selected RDRAM isread or written.
SD15..SD0 Serial data. The 16 bits of data written to or read from the selected control register of the selected RDRAM.

a The SETR and CLRR commands must always be applied in two successive transactions to RDRAMS; i.e. they may not be used in isolation. Thisiscalled “ SETR/CLRR Reset ”.b. A minimum gap
equal to the larger of {16 * tscy g, 2816 * toyc g} must be inserted between a SETR / CLRR command pair.
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Initialization

To Tie

SO
.
e

The packet is repeated
from SI100 to SIO1

1
A4
SIol W 0000000000000000 W
0
T T T T T T 1

Figure 26: SIO Reset Sequence

CMD

=

10

S

00000000...00000000

=

= = =

S100

3}

Initialization refers to the process that a controller must go through
after power is applied to the system or the system is reset. The
controller prepares the RDRAM sub-system for normal Channel
operation by using a sequence of control register transactions on
the seriadl CMOS pins. The following subsystem compo-
nents(including the RDRAM components)during initialization.
This sequence is available in the form of reference code.

1.0 Start Clocks - This step calcul ates the proper clock frequencies

for PC1k(controller logic), SynC1k(RAC block), RefC1k(DRCG
component), CTM(RDRAM component) and SCK(SIO block)

2.0 RAC Initialization - This step causes the INIT block to
generate a RAC, performs RAC maintainance operations and
measures timing intervalsin order to ensure clock stability.

3.0 RDRAM Initialization - This stage performs most of the steps
needed to RDRAMSs. The rest are performed in stages 5.0, 6.0 and
7.0. All of the stepsin3.0 are carried out through the SIO block
interface.

0 3.1/3.2 SIO Reset - This reset operation is performed
before any SIO control register read or write transac-
tions. It clears six registers (TEST34, CCA, CCB, SKIP,
TEST78 and TEST79) and placesthe INIT register into a
specia state (al bits cleares except SKP and SDEVID
fields are set to ones). CMD and SIO must be held low
until SIOReset.

0 3.3 Write TEST77 Register - TEST77 register must be
explicitly written with zeros bdfore any other registers are read
or written.

0 3.4 Write TCYCLE Register - The TCYCLE register is
written with the CTM clock(for Channel and RDRAMS) in
units of 64ps. The tCY CLE value is determined in stage 1.0.

0 3.5 Write SDEVID Register - The SDEVID (serial device
identification) register of each RDRAM iswritten with a
unique address value so that directed SIO read and write trans-
actions can be performed. This address value increases form 0
to 31 according to the distance an RDRAM isfrom the ASIC
component on the SIO bus(the closest RDRAM is address 0).

0 3.6 Write Devid Register - The DEVID (deviceidentifica-
tion) register of each RDRAM is written with aunique address
value so that directed memory read and write transactions can
be performed. This address value increases from 0 to 31. The
DeVID value is not necessarily the same asthe RDRAMs are
sorted into regions of the same core configuration (number of
bank, row and column address bits and core type).

0 3.7 Write PDNX, PDNXA Registers - The PDNX and
PDNXA registers are written with values that are used to
measure the timing intervals connected with an exit from the
PDN(powerdown) power state.

0 3.8 Write NAPX Register - The NAPX register iswritten
with values that are used to measure the timing intervals
connected with an exit from the NAP power state.

03.9 Write TPARM Register - The TPARM register iswritten
with values whitch determine the time interval between a COL
packet with amemory read command and the Q packet with the
read data on the Channel. The values written set each RDRAM
to the minimum value permitted for the system. Thiswill be
adjusted later in stage 6.0.

03.10 Write TCDLY1 Register - The TCDLY 1 register is
written with values which determine the time interval between
a COL packet with a memory read command and thd Qpacket
with the read data on the Channel . The values written set each
RDRAM to the minimum value permitted for the system. This
will be adjusted later in stage 6.0.

0 3.11 Write TFRM Register - The TFRM register iswritten
with avalue tRDC parameter is the time interval between a
ROW packet with an activate command and the COL packet
with aread or write command.

03.12 SETR / CLRR- First write the following registers with
the indicated values:

TEST78 <= 00044
TEST34 <= 0040;4

Next, each RDRAM isgiven a SETR command and a CLRR
command through the SIO block. This sequence performs a
second reset operation on the RDRAMSs. Then the TEST34 and
TEST78 registers are rewritten with zero, in that order.
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0 3.13 Write CCA and CCB Register - These registers are
written with avalue halfway between their minimum and
maximum values. This shortens the time needed for the
RDRAMSs to reach their steady-state current control valuesin
stage 5.0.

0 3.14 Powerdown Exit - The RDRAMsarein the PDN power
state at this point . Abroadcast PDNExit command is performed
by the SIO block to place the RDRAMs in the RLX(relax)
power state in which they are ready to receive ROW packets.

0 3.15 SETF - Each RDRAM is given a SETF command
through teh SIO block. One of the operations performed by this
step isto generate avalue SKIP register and fix the RDRAM to
particular read domain.

4.0 Controller Configuration - This stage initializes the controller
block. Each step of this stae will set afield of the Confi-
gRMC[63:0] bus to the appropriate value. Other controller imple-
mentations will have similar initialization requirements and this
stage may be used as aguide.

0 4..1 Initial Read Data Offsets - The configRMC busis
written with a OL packet with a memory read command and
the Qpacket with the read data on the Channel. The value
written sets RMC.d1 to the minimum value permitted for the
system. The will be adjusted later in stage 6.0.

0 4.2 Configure Row/Column Timing - This step determines
the values of the tRAS,MIN, tRP,MIN, tRC,MIN, tRCD,MIN,
tRR,MIN and tPP,MIN RDRAM timing parameters that are
present in the system. The ConfigRMC bus is written with
values that will be compatible with all RDRAM devices that
are present.

0 4.3 Set Refresh INterval - This step determines the values of
the tREF, MAX RDRAM timing parameter that are present in
the system. The ConfigRMC bus is written with a value that
will be compatible with all RDRAM devices that are present.

0 4.4 Set Current Control Interval - This step determines the
values of the tCCTRL,MAX RDRAM timing parameter that
are present in the system. The ConfigRMC bus is written with
value that will be compatible with all RDRAM devicesthat are
presnet.

0 4.5 Set Slew Rate Control Interval - This step determines
the values of the tTEMP,MAX RDRAM timing parameter that
are present ing the system. The ConfigRMC busis written with
avalue that will be compatible with all RDRAM devices that
are present.

0 4.6Set bank/RCol AddressBits - This step deterimines the
number of RDRAM bank, row and column address bits that are
present in the system.

It also determines the RDRAM core types (independent,
doubled or split) that are present. The ConfigRMC busis
written with avalue that will be compatiblel with all RDRAM
devices that are present.

5.0 RDRAM Current Control - Thisstep causesthe INIT block to
generate a sequence of pulses which performs RDRAM mainte-
nance operations.

6.0 RDRAM Core, Read Domain Initialization - This stage
completes the RDRAM initialization.

0 6.1 RDRAM Core Initialization - A sequence of
192memory refresh transctionsis performed in order to place
the cores of all RDRAMSs into the proper operating state.

0 6.2 RDRAM Read Domain Initialization - A memory write
and memory read transaction is performed to each RDRAM to
determine which read domain each RDRAM occupies. The
programmed delay of each RDRAM s then adjusted do the
total RDRAM read delay (propagation delay plus programmed
delayPis constant. The TPARM and TCDLY | registers of each
RDRAM are rewritten with the appropriate read delay values.
The ConfigRMC busiis also rewritten with an updated value.

7.0 Other RDRAM Register Fields - This stage rewritesthe INIT
register with the final values of the LSR, NSR and PSR fields.

In essence, the conroller must read all the read-only configuration
registersof all RDRAMs (or it must read the SPD device present on
each RIMM), it must process this information and then it must
write all the read-write registers to place the RDRAMs into the
proper operating mode.

Initialization Note [1] : During theinitialization process, it is
necessary for the controller to preform 128 current control opera-
tions (3XCAL, 1IxCAL/SAM) and one temperature calibrate opera-
tion (TCEN/TCAL) after reset or after power down (PDN) exit.

Initialization Note [2] : There are two classes of 64/72Mbit
RDRAM. They are distinguished by the “ S28IECO” hit in the SPD.
The behavior of the RDRAM at initidlization is slightly different
for the two types:

S28IECO=0: Upon powerup the device enters ATTN state. The
serial operDEVID match of the SBC bit (broadcast) to be set.

S28IECO=1: Upon powerup the device enters PDN state. The
serial operations SETR, CLRR and SETF require a SDEVID
match.

See the document detailing the reference initialization procedure
for more information on how to handle thisin a system.

Initialization Note [3] : After the step of equalizing the total read
delay of eac RDRAM has been completed (i.e. after the TCDLYO

Rev.0.9 / Dec.2000

29

www.DataSheetdU.com



Direct RDRAM"
l/' I/‘I m ix 256/288-Mbit (512Kx16/18x32s) Preliminary

and TCDLY 1 fields have been written for the final time), asingle Control Register Summary
final memory read transaction shoujd be made to each RDRZM in

order to ensure that the output pipeline stages have been cleared. Table 15 summarizes the RDRAM control registers. Detail
Initialization Note [4] : The SETF command (in the serial SRQ is provided for each control register in Figure 27: through
packet) should only beissued once during the Initialization process Figure 43:. Read-only bits which are shaded gray are unused
ad should the SETR and CLRR commands. and return zero. Read-write bits which are shaded gray are
Initialization Note [5] : The CLRR command (in the serial SRQ reserved and should always be written with zero. The RIMM
packgt) legves some of the contents of the memory core in an inde- SPD Application Note (DL-0054) describes additional read-
termingte state. only configuration registers which are present on Direct
RIMMs.

The state of the register fields are potentially affected by the
IO Reset operation or the SETR/CLRR operation. Thisis
indicated in the text accompanying each register diagram.

Table 15: Control Register Summary

SA11.SA0 | Register Field read-write/ read-only | Description
0214 INIT SDEVID read-write, 6 bits Serial device ID. Device address for control register read/write.
PSX read-write, 1 bit Power select exit. PDN/NAP exit with device addr on DQAS..0.
SRP read-write, 1 bit SIO repeater. Used to initialize RDRAM.
NSR read-write, 1 bit NAP self-refresh. Enables self-refresh in NAP mode.
PSR read-write, 1 bit PDN self-refresh. Enables self-refresh in PDN mode.
LSR read-write, 1 bit Low power self-refresh. Enables low power self-refresh.
TEN read-write, 1 bit Temperature sensing enable.
TSQ read-write, 1 bit Temperature sensing output.
DIS read-write, 1 bit RDRAM disable.
0224 TEST34 TEST34 read-write, 16 bits Test register.
023¢ CNFGA REFBIT read-only, 3 bit Refresh bank bits. Used for multi-bank refresh.
DBL read-only, 1 bit Double. Specifies doubled-bank architecture
MVER read-only, 6 bit Manufacturer version. Manufacturer identification number.
PVER read-only, 6 bit Protocol version. Specifies version of Direct protocol supported.
0244¢ CNFGB BYT read-only, 1 bit Byte. Specifies an 8-bit or 9-bit byte size.
DEVTYP read-only, 3 bit Device type. Device can be RDRAM or some other device category.
SPT read-only, 1 bit Split-core. Each core half isan individual dependent core.
CORG read-only, 6 bit Core organization. Bank, row, column address field sizes.
SVER read-only, 6 bit Stepping version. Mask version number.
040,¢ DEVID DEVID read-write, 5 bits Device ID. Device address for memory read/write.
0414 REFB REFB read-write, Sbits Refresh bank. Next bank to be refreshed by self-refresh.
0426 REFR REFR read-write, 9 bits Refresh row. Next row to be refreshed by REFA, self-refresh.
043¢ CCA CCA read-write, 7 bits Current control A. Controls|g, output current for DQA.
ASYMA read-write, 2 bits Asymmetry control. Controls asymmetry of V o, /V oy swing for DQA.
0444 CcCB CcCB read-write, 7 bits Current control B. Controls |5 output current for DQB.
ASYMB read-write, 2 bits Asymmetry control. Controls asymmetry of V o, /V oy swing for DQB.
0454 NAPX NAPXA read-write, 5 bits NAP exit. Specifieslength of NAP exit phase A.
NAPX read-write, 5 bits NAP exit. Specifieslength of NAP exit phase A + phase B.
DQS read-write, 1 bits DQ select. Selects CMD framing for NAP/PDN exit.
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Table 15: Control Register Summary

SA11.SA0 | Register Field read-write/ read-only | Description

04644 PDNXA PDNXA read-write, 13 bits PDN exit. Specifieslength of PDN exit phase A.

047, PDNX PDNX read-write, 13 bits PDN exit. Specifieslength of PDN exit phase A + phase B.

048,64 TPARM TCAS read-write, 2 bits tcas.c core parameter. Determines torpp datasheet parameter.
TCLS read-write, 2 bits tcLs.c core parameter. Determines toa ¢ and toppp parameters.
TCDLYO read-write, 3 bits tepLyo-c core parameter. Programmable delay for read data.

0496 TFRM TFRM read-write, 4 bits term-c core parameter. Determines ROW-COL packet framing interval.

04a4¢ TCDLY1 TCDLY1 read-write, 3 bits tepLy1-c core parameter. Programmable delay for read data.

04cyg TCYCLE TCYCLE read-write, 14 bits teycL g datasheet parameter. Specifies cycle timein 64ps units.

048,46 SKIP AS read-only, 1 bits Autoskip value established by the SETF command.
MSE read-write, 1 bits Manual skip enable. Allowsthe MS value to override the AS value.
MS read-write, 1 bits Manual skip value.

04dyg. TEST77 TEST77 read-write, 16 bits Test register. Write with zero after SIO reset.

0deq. TEST78 TEST78 read-write, 16 bits Test register.

04f 6. TEST79 TEST79 read-write, 16 bits Test register. Do not read or write after SIO reset.

080,¢ - Off 15 | reserved reserved vendor-specific Vendor-specific test registers. Do not read or write after SIO reset.
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. . ] Read/write register.
Control Register: INIT Address: 02144 Reset values are undefined except as affected by SIO Reset as noted

below. SETR/CLRR Reset does not affect this register.
15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0

SDE SDEVID5..0 - Serial Device Identification. Compared to SDEV5..0
0 |VID|DIS [TSQITENILSR|PSRINSRISRP|PSX| 0 | SDEVID4.SDEVIDO l serial addressfield of serial request packet for register read/write transac-
tions. This determines which RDRAM is selected for the register read or

' ' L—» write operation. SDEVID resets to 3f;5.

L p PSX - Power Exit Select. PDN and NAP are exited with (=0) or without (=1) adevice address on the
DQAS..0 pins.

—» SRP- SIO Repeater. Controlsvalue on SIO1; SIO1=SI00if SRP=1, SIO1=1 if SRP=0. SRP resets
to 1.

L » NAP Sdf-Refresh. NSR=1 enables self-refresh in NAP mode. NSR resets to 0.
———» PDN Self-Refresh. PSR=1 enables self-refresh in PDN mode. PSR resets to 0.

p Low Power Self-Refresh. LSR=1 enableslonger self-refresh interval. The self-refresh supply
current is reduced. LSR resets to 0.

Temperature Sensing Enable. TEN=1 enables temperature sensing circuitry, permitting the TSQ bit
to beread to determineif athermal trip point has been exceeded. TEN resets to 0.

v

Temperature Sensing Output. TSQ=1 when a temperature trip point has been exceeded, TSQ=0
when it has not. TSQ is available during a current control operation (see Figure 52:).

v

RDRAM Disable. DIS=1 causes RDRAM to ignore NAP/PDN exit sequence, DIS=0 permits
normal operation. This mechanism disablesan RDRAM. DIS resets to 0.

v

Figure 27: INIT Register

Control Register: CNFGA Address: 02315 | Read-only register.

15 14 13 1211 10 9 8 7 6 5 4 3 2 1 0 REFBIT2..0 - Refresh Bank Bits. Specifies the number of

PVERS.0 MVERS.0 DBL[ REFBIT20 Ja  high order bank address bits to be ignored during REFA

=000001 = mmmmmm

and REFP commands. Permits multi-bank refresh in future
I ! ' L » RDRAMS.

DBL - Doubled-Bank. DBL=1 means the device uses a
doubled-bank architecture with adjacent-bank dependency.
DBL=0 means no dependency.

MVERS..0 - Manufacturer Version. Specifies the manufac-
turer identification number.

v

PVERS..0 - Protocol Version. Specifies the Direct Protocol
version used by this device:

Note: In RDRAMswith protocol version 1 PVER[5:0] = 000001, O - Compliant with version 0.62 and ECO1-ECO18.

the range of the PDNX field (PDNX[2:0] in the PDNX register) 1- Comp“ant with version 0.7 and ECO1-ECO38.

may not be large enough to specify the location of the restricted 210 63 - Reserved

interval in Figure 47:. In this case, the effective tg, parameter

must increase and no row or column packets may overlap the

restricted interval. See Figure 47: and Table 17:.

v

Figure 28: CNFGA Register
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Control Register: CNFGB

Address: 02445

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0
SPT| DEVTYP2.0 [BYT|

SVERS..0 CORG4..0
= 58558 =01000

v

device.

===

SPT - Split-core. SPT=1 means the core is split, SPT=0 meansit is not.

L » CORG4..0 - Core organization. This field specifies the number of bank (5
bits), row (9bits), and column (7 bits) address bits.

SVERS..0 - Stepping version. Specifies the mask version number of this

Read-only register.

BYT - Byte width. B=1 means the device reads and
writes 9-bit memory bytes. B=0 means 8 hits.

DEVTYP2..0 - Device type. DEVTY P = 000 means
that this deviceis an RDRAM.

Figure 29: CNFGB Register

Control Register: TEST34

Address: 02245

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

0000000000000000'

Read/write register.

Reset value of TEST34 is zero (from SIO Reset)

This register are used for testing purposes. It must not
be read or written after SIO Reset except prior to the
SETR/CLRR sequence when it is written with a
temporary value. After SETR/CLRR it isrewritten to
000046.

Control Register: DEVID

Address: 04044

1514 1312 1110 9 8 7 6 5 4 3 2 1 0

olo|jo|OoO|O|lO|O|O|OfO]|O DEVIDA4..DEVIDO l

Read/write register.

Reset value is undefined.

Device Identification register.

DEVID4..DEVIDO is compared to DR4..DRO,
DCA4..DCO, and DX4..DXO0 fields for al memory read
or write transactions. This determines which RDRAM
is selected for the memory read or write transaction.

Figure 30: TEST Register

Figure 31: DEVID Register
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Control Register: REFB

Address: 0414

1514 1312 1110 9 8 7 6 5 4 3 2 1 0

o|0o|lO|lO|O|O|O|O|O|O]|O REFB4..REFB0 l

Read/write register.

Reset valueis zero (from SETR/CLRR).

Refresh Bank register.

REFB4..REFBO is the bank that will be refreshed next
during self-refresh. REFB4..0 isincremented after each
self-refresh activate and precharge operation pair.

Control Register: REFR

Address: 0424¢

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

0|0|0O|0Of0O|0O]|O REFR8..REFR0 I

Read/write register.

Reset valueis zero (from SETR/CLRR).

Refresh Row register.

REFR8..REFRO is the row that will be refreshed next
by the REFP command or by self-refresh. REFR8..0 is
incremented when BR4..0=11111 for the REFA
command. REFR8..0 isincremented when
REFB4..0=11111 for self-refresh.

Figure 32: REFB Register

Figure 34: REFR Register

Control Register: CCA Address: 0434

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

ASYMA
o|jo0ofo0|0|jO0|Of|0O 1.0 CCA6..CCA0

Read/write register.

Reset valueis zero (SETR/CLRR or SIO Reset).
CCA6..CCAO - Current Control A. Controls the I
output current for the DQAS8..DQAO pins.

ASYMAO control the asymmetry of the Vo /V oy
voltage swing about the V g reference voltage for the
DQAS8..0 pins;

ASYMAO ODF Ropa

0 0.00 1.00
1 012 081

where ODF is the OverDrive Factor (the extralg_
current sunk by the RSL output when ASYMAO is
set) and Tablel8 shows the Rpa parameter range,
where Rp = 1/(1+2* ODF)

Control Register: CCB Address: 044,¢

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

ASYMB
0|0|O0O|0Of0O|0O]|O 1.0 CCB6..CCBO

Read/write register.

Reset valueis zero (SETR/CLRR or SIO Reset).
CCB6..CCBO - Current Control B. Controlsthe I o,
output current for the DQB8..DQBO pins.

ASYMBO control the asymmetry of the Vg, /V oy
voltage swing about the V g reference voltage for the
DQB8..0 pins.

ASYMBO ODF Roa
0 000 1.00
1 012 081

where ODF is the OverDrive Factor (the extra | o
current sunk by the RSL output when ASYMBO is
set) and Tablel8 shows the Rp 5 parameter range,
where Rpp = 1/(1+2* ODF)

Figure 33: CCA Register

Figure 35: CCB Register
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Control Register: NAPX Address: 0454 Read/write register.
Reset value is undefined
Note: tscycL e iSteycLgr (SCK cycletime)

NAPXAA4..0 - Nap Exit Phase A. Thisfield specifies
[ Il ! the number of SCK cycles during the first phase for
’ exiting NAP mode. It must satisfy:

NAPXA4 scycLE > INAPXA MAX
Do not set thisfield to zero.

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

0/0|0]| 0|0 Ppos NAPX4..0 NAPXA4..0

> NAPX4..0 - Nap Exit Phase A plus B. This field specifies the number of SCK
cyclesduring thefirst plus second phases for exiting NAP mode. It must satisfy:
NAPX4 scycLE > InaPxa MAX TINAPXB,MAX
Do not set thisfield to zero.
DQS - DQ Select. Thisfield specifies the number of SCK cycles (0=> 0.5

» cycles, 1 => 1.5 cycles) between the CMD pin framing sequence and the device
selection on DQ5..0.

Figure 36: NAPX Register

Control Register: PDNXA Address: 04644 Control Register: PDNX Address: 04744
1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0 1514 13 12 11 10 9 8 7 6 5 4 3 2 1 0
oj0]|oO PDNXA12..0 l olo]|o0 PDNX12..0 l
Read/write register. Read/write register.
Reset value is undefined Reset value is undefined
PDNXAA4..0 - PDN Exit Phase A. Thisfield specifies PDNX4..0 - PDN Exit Phase A plus B. Thisfield spec-
the number of (64sSCK cycle) units during the first ifies the number of (256<SCK cycle) units during the
phase for exiting PDN mode. It must satisfy: first plus second phases for exiting PDN mode. It must
PDNXA%44 scycLe > tPoNXA MAX satisfy:
Do not set thisfield to zero. PDNX256¢ scy g > PDNXAG44 ooy g+
Note - Only PDNXAS..0 are Implemented tPDNXB,MAX
If this cannot be satisfied, then the maximum PDNX
value should be written, and the tg,/t,,4 timing window
will be modified (see Figure 49:).
Do not set thisfield to zero.
Note - only PDNX2..0 are implemented.

Figure 37: PDNXA Register Figure 38: PDNX Register
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Control Register: TPARM

Address: 048,¢

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

o(ojo|lO|OfO]O|O]|O TCDLYO0 TCLS | TCAS

Read/write register.

Reset value is undefined.

TCASL..0 - Specifies the tcas.c core parameter in
tcy oL g units. Thisshould be 10" (24 oy E)-

TCLSL..0 - Specifiesthe to g ¢ core parameter in
tcy oL g units. Should be“10” (24 oy E)-

TCDLYO - Specifiesthe tcp| yg.c Core parameter in
tcy oL g Units. This adds a programmabl e delay to Q
(read data) packets, permitting round trip read delay to
all devicesto be equalized. Thisfield may be written
with the values “010” (24 cy ¢ g) through “101”

(5tcyeLe)-

The equations relating the core parameters to the
datasheet parameters follow:

tcasc = 24cycLE
tersc=24cycLE

tepsc = M cyeLe Not programmable

torrp = tcps-c ttcasc t telsc - MeveLe
=detcycLE

trep = trep-c + 1tcycLE - teLsc
=trcp-c - ItcycLE

tcac =34 cvcLe T tersc * tepLyoc +lepLyic
(seetable below for programming ranges)

TCDLYO| tcpiyo.c |TCPLYL| tepiyic |teac @ tevere = 3.3ns| teac @ tevere = 2.5ns
010 2etcyeLe 000 OstcycLe TetcyeLE not allowed
010 | 3etcycLe | 000 | OtoycLe 8tcycLe 8tcycLe
011 | 3etoyce | 001 | Ieteycie 9teyeLe 9teveLe
011 | 3etoycre | 010 | 2-teyeLe 10tcycLe 10%cycLe
100 deteyveLe 010 2*teyeLe 1letcyeLe UleteyveLe
101 |5eteycle | 010 | 2+tevele LReteveLe 124cycLe

Figure 39: TPARM Register

Control Register: TFRM

Address: 0494

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

0|j0o|jo0jo0f0j0O|j0OfO|OjO|O|O TFRM3..0|

Read/write register.

Reset value is undefined.

TFRM3..0 - Specifies the position of the framing point
in toy e g units. This value must be greater than or
equal to the trry min Parameter. Thisis the minimum
offset between a ROW packet (which places a device
at ATTN) and the first COL packet (directed to that
device) which must be framed. Thisfield may be
written with the values “0111” (74 -y ¢ g) through
“1010" (104 cycLp)- TFRM isusually set to the value
which matchesthe largest trcp vy Parameter (modulo
44 oy ) that is present in an RDRAM in the memory
system. Thus, if an RDRAM with trep min =

114 oy g Were present, then TFRM would be
programmed to 7¢ cy | -

Figure 40: TFRM Register

Control Register: TCDLY1 Address: 04a,¢

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

OOOOOOOOOOOOOTCDLYll

Read/write register.

Reset value is undefined.

TCDLY 1 - Specifiesthe value of the tcp) y1.c core
parameter in tcy ¢ g UNits. This adds a programmable
delay to Q (read data) packets, permitting round trip
read delay to all devicesto be equalized. Thisfield may
be written with the values “000" (04 ¢y ) through
“010" (2¢tcy oL p)- Refer to Figure 39: for more details.

Figure 41: TRDLY Register
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Control Register: SKIP Address: 04byg Control Register: TCYCLE Address: 04cg
151413121110 9 8 7 6 5 4 3 2 1 0 1514 13121110 9 8 7 6 5 4 3 2 1 0

0[0|0|As|mselas|{O|O|O(OfO|O|O|O]|O OI olo TCYCLE13.TCYCLEO l

Read/write register (except ASfield)
Reset valueis zero (SIO Reset).

AS-Autoskip. Read-only value determined by auto Read/write register.

skip circuit and stored when SETF serial command is Reset value is undefined

RDRAM during initialization. In figure58, AS=1 TCYCLE13..0 - Specifiesthe value of the tcy o g
corresponds to the early Q(al) packet and AS=0 to the datasheet parameter in 64ps units. For the tcy ¢ g min
tCY CLE later for the four uncertain cases. M SE- of 2.5ns (2500ps), thisfield should be written with the
Manual skip enable (O=auto, 1=manual). MS-Manual value “00027 15" (3964ps).

skip (MS must be 1 when MSE=1). During initializa-
tion, the RDRAMSs at the furthest point in the fifth read
domain may have selected the AS=0 value, placing
them at the closest point in asixth read domain. Setting
the MSE/M Sfieldsto 1/1 overrides the autoskip value
and returns them to the furthest point of the fifth read

domain.
Figure 42: SKIP Register
Figure 44: TCYCLE Register
Control Register: TEST77 Address: 04dg
Control Register: TEST78 Address: 04eq4
Control Register: TEST79 Address: 04f4

1514 13 12 1110 9 8 7 6 5 4 3 2 1 0

0000000000000000'

Read/write registers.

Reset value of TEST78,79 is zero ( SIO Reset).

Do not read or write TEST 78,79 after SIO reset.
TEST77 must be written with zero after SIO reset.
These registers must only be used for testing purposes
except prior to the SETR/CLRR sequence when
TEST78 iswritten with atemporary value.After
SETR/CLRR it isrewritten to 00004¢.

Figure 43: TEST Register
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Power State Management

Table 16 summarizes the power states available to a Direct
RDRAM. In general, the lowest power states have the
longest operational latencies. For example, the relative
power levels of PDN state and STBY state have aratio of
about 1:110, and the relative access | atencies to get read data
have aratio of about 250:1.

PDN state is the lowest power state available. The informa-
tion in the RDRAM coreis usually maintained with self-

refresh; an internal timer automatically refreshes all rows of
al banks. PDN has arelatively long exit latency because the

TCLK/RCLK block must resynchronize itself to the external
clock signal.

NAP state is another low-power state in which either self-
refresh or REFA-refresh are used to maintain the core. See
“Refresh” on page 42 for a description of the two refresh
mechanisms. NAP has a shorter exit latency than PDN
because the TCLK/RCLK block maintains its synchroniza-
tion state relative to the external clock signal at the time of
NAP entry. Thisimposes alimit (ty ;m) on how long an
RDRAM may remain in NAP state before briefly returning
to STBY or ATTN to update this synchronization state.

Table 16: Power State Summary

th);\gr Description Blocks consuming power th);\gr Description Blocks consuming power
PDN Powerdown state. Self-refresh NAP Nap state. Similar to PDN Self-refresh or
except lower wake-up REFA-refresh
latency. TCLK/RCLK-Nap
STBY Standby state. REFA-refresh ATTN Attention state. REFA-refresh
Ready for ROW TCLK/RCLK Ready for ROW and COL TCLK/RCLK
packets. ROW demux receiver packets. ROW demux receiver
COL demux receiver
ATTNR Attention read state. REFA-refresh ATTNW Attention write state. REFA-refresh
Ready for ROW and COL TCLK/RCLK Ready for ROW and COL TCLK/RCLK
packets. ROW demux receiver packets. ROW demux receiver
Sending Q (read data) COL demux receiver Ready for D (write data) COL demux receiver
packets. DQ mux transmitter packets. DQ demux receiver
Core power Core power

Figure 45: summarizes the transition conditions needed for
moving between the various power states. At initialization,
the SETR/CLRR Reset sequence will put the RDRAM into
PDN state. The PDN exit sequence involves an optional
PDEV specification and bits on the CMD and SIOy pins.

Oncethe RDRAM isin STBY, it will moveto the
ATTN/ATTNR/ATTNW states when it receives a non-
broadcast ROWA packet or non-broadcast ROWR packet
with the ATTN command. The RDRAM returnsto STBY
from these three states when it receives a RLX command.
Alternatively, it may enter NAP or PDN statefrom ATTN or
STBY stateswith aNAPR or PDNR command in an ROWR
packet. The PDN or NAP exit sequence involves an optional
PDEV specification and bits on the CMD and SIOO pins.
The RDRAM returnsto the ATTN or STBY stateit was
originally in when it first entered NAP or PDN.

An RDRAM may only remain in NAP state for atime
tnLiviT- It must periodically return to ATTN or STBY.

The NAPRC command causes a napdown operation if the
RDRAM’s NCBIT isset. The NCBIT isnot directly visible.

It isundefined on reset. It is set by aNAP or NAPRC
command to the RDRAM, and it is cleared by an ACT
command to the RDRAM. It permits a controller to manage
aset of RDRAMSs in amixture of power states.

STBY state isthe normal idle state of the RDRAM. In this
state al banks and sense amps have usually been left
precharged and ROWA and ROWR packets on the ROW
pins are being monitored. When a non-broadcast ROWA
packet or non-broadcast ROWR packet (with the ATTN
command) packet addressed to the RDRAM is seen, the
RDRAM enters ATTN state (see the right side of Figure
46:). Thisrequires atime tgp during which the RDRAM
activates the specified row of the specified bank. A time
TFRM4 oy | g after the ROW packet, the RDRAM will be
ableto frame COL packets (TFRM isacontrol register field
- see Figure 40:). Oncein ATTN state, the RDRAM will
automatically transition to the ATTNW and ATTNR states
asit receives WR and RD commands.

Oncethe RDRAM isin ATTN, ATTNW, or ATTNR states,
it will remain there until it isexplicitly returned to the STBY

38

Rev.0.9/Dec.2000

www.DataSheetdU.com



hynix

- ™
Direct RDRAM
256/288-Mbit (512Kx16/18x32s) Preliminary

automatic
ATTNR ATTNW
A automatic A
© © = =
s s s s
S S S S
8 8 8 8
3y | ® 3| |7
C ATTN <
A |« NLIMIT
4 NAPR
NAPR ¢RLXR
> NAP
PDEV.CMD-SIO0
PDNR >
PDNR
PDEV.CMD-SI O0 PDN
El| & &
< gL 2
A A 4 SETR/CLRR
STBY

Notation:
SETR/CLRR - SETR/CLRR Reset sequence in SRQ packets
PDNR - PDNR command in ROWR packet
NAPR - NAPR command in ROWR packet
RLXR - RLX command in ROWR packet
RLX - RLX command in ROWR,COLC,COLX packets
SIO0 - SIO0 input value
PDEV.CMD - (PDEV=DEVID){CMD=01)
ATTN - ROWA packet (non-broadcast) or ROWR packet
(non-broadcast) with ATTN command

Figure 45: Power State Transition Diagram

state with aRLX command. A RLX command may be given
inan ROWR, COLC , or COLX packet (see the left side of
Figure 46:). Itisusually given after all banks of the RDRAM
have been precharged; if other banks are still activated, then
the RLX command would probably not be given.

If a broadcast ROWA packet or ROWR packet (with the
ATTN command) is received, the RDRAM’s power state
doesn't change. If abroadcast ROWR packet with RLXR
command is received, the RDRAM goesto STBY.

Figure 47: shows the NAP entry sequence (left). NAP state
is entered by sending aNAPR command in a ROW packet.
A timet, gy isrequired to enter NAP state (this specification
is provided for power calculation purposes). The clock on
CTM/CFM must remain stable for atime tep after the
NAPR command.

The RDRAM may bein ATTN or STBY state when the
NAPR command isissued. When NAP state is exited, the
RDRAM will return to the original starting state (ATTN or

STBY). If itisin ATTN state and a RLXR command is
specified with NAPR, then the RDRAM will returnto STBY
state when NAP is exited.

Figure 47: also shows the PDN entry sequence (right). PDN
state is entered by sending a PDNR command in a ROW
packet. A timetygpisrequired to enter PDN state (this spec-
ification is provided for power calculation purposes). The
clock on CTM/CFM must remain stable for atime tcp after
the PDNR command.

The RDRAM may bein ATTN or STBY state when the
PDNR command isissued. When PDN state is exited, the
RDRAM will returnto STBY . After aPDN exit, the
RDRAM maybe consume power asif itisin ATTN state
until aRLX command is received.Also the curent and slew-
rate-control levels must be re-established.

The RDRAM’s write buffer must be retired with the appro-
priate COP command before NAP or PDN are entered. Also,
al the RDRAM'’s banks must be precharged before NAP or
PDN are entered. The exception to thisisif NAPis entered
with the NSR hit of the INIT register cleared (disabling self-
refresh in NAP). The commands for relaxing, retiring, and
precharging may be given to the RDRAM aslate as the
ROP&a0, COPa0, and XOPa0 packetsin Figure 47:. No
broadcast packets nor packets directed to the RDRAM
entering Nap or PDN may overlay the quiet window. This
window extends for atime typg after the packet with the
NAPR or PDNR command.

Figure 48: shows the NAP and PDN exit sequences. These
sequences are virtually identical; the minor differences will
be highlighted in the following description.

Before NAP or PDN exit, the CTM/CFM clock must be
stable for atime tcg. Then, on afalling and rising edge of
SCK, if thereisa*” 01 ” on the CMD input, NAP or PDN
state will be exited. Also, on the falling SCK edge the SIO0
input must be at a0 for NAP exit and 1 for PDN exit.

If the PSX bit of the INIT register is 0, then adevice
PDEV5..0 is specified for NAP or PDN exit on the DQAS..0
pins. Thisvalueisdriven on therising SCK edge 0.5 or 1.5
SCK cycles after the origina falling edge, depending upon
thevalue of the DQS bit of the NAPX register. If the PSX bit
of the INIT register is 1, then the RDRAM ignores the
PDEV5..0 address packet and exits NAP or PDN when the
wake-up sequenceis presented on the CMD wire. The ROW
and COL pins must be quiet at atime tg,/ty, around the indi-
cated falling SCK edge (timed with the PDNX or NAPX
register fields). After that, ROW and COL packets may be
directed to the RDRAM whichisnow in ATTN or STBY
state.
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Figure 49: shows the constraints for entering and exiting
NAP and PDN states. On the left side, an RDRAM exits
NAP state at the end of cycle T3. ThisRDRAM may not re-
enter NAP state for an interval of tyo. The RDRAM enters
NAP state at the end of cycle T4,. This RDRAM may not re-

ToTi Tp T3 Ty Ts Tg T7 Tg Tg Tio T TipTig Ty T

CTM/CEM

CTM/CEM ||

exit NAP state for an interval of tyy;. The equations for
these two parameters depend upon a number of factors, and
are shown at the bottom of the figure. NAPX isthe valuein
the NAPX field in the NAPX register.

ToTi To T3 T4 Ts T T7 Tg Tg Tio T1aT1oT13 Taa Tas T1g

|
. ROP =non-broadcast ROWA
7 or ROWR/ATTN

R ' ' ' a0={d0,b0,r0}
ROW?2 ( (x RLXR ROW?2 al = {dL,bl,cl}
..ROWO0 U ! : ..ROWO b e i IR No oL packets may be
T [T T T T T R T B B T o 7 placed in the three
coL4  TEORETIVYIVIIVITIVIATY COL4 FYYYTYYTIVYVIICon ot Tcop s fyjyy e pusitons: e a
.COLO RO AU AN .coLo VWA AANTXOP Ty XOP a0 & | A eraE
o Vo oo o _;_» \ A COL packet to device do
: : o c 70" (or any other device) is okay
DQAS8..0 DQAS8..0 ' ' ' ! at
DQBS8..0 DQBS8..0 LA ' ortater | CYOLE
tsa '
Power Power ‘A COL packet to another
device (d1!=d0) is okay at
State State STBY ATTN (TFRM - 4)stcycLe
or earlier.
Figure 46: STBY Entry (left) and STBY EXxit (right)
ToTy Ty Ty TgTs T Ty TgTo Ty Ty TipTis Ty T To Ty To Tg Ty Ts T Ty Tg Ty TioTuaTypTis T
CTM/CEFM ! CTM/CEM || a0 = {d0,b0,r0,c0}
AN AARAR SR SN SN AH h/ S al = {d1,bl,rl,cl}
: : : tCD : : No ROW or COL ket
) o or packets
ROW2 ROP a0 | restricted § ROP al ROW2 i directed to device d0 may
..ROWO (NAPR) .. ROWO (PDNR) overlap the restricted
Vo Vo T { interval. No broadcast ROW
«NPQ‘» [ o «N PQ'} [ o packets may overlap the quiet
CcoL4 COP a0 Yrestricted § COP & CcoL4 COP a0 [ restricted | CO interval.
CO LO i XOP a0 OPal CO LO XOPa0 KOP/al LN ROW or COL packets to a
o | . o o device other than d0 may
o | [T T S R S A R overlap the restricted
DOBS..0 UL i\ AL AL DOBS..0 LU A i\ ! AL
Q oo N T Q ' Co : oo ' ROW or COL packets
ASN tASP directed to device dO after the
restricted interval will be
Rower ATTN/STBY? NAP | Rower ATTN/STBY? PDN | ignorea.

@ The (eventual) NAP/PDN exit will be to the same ATTN/STBY state the RDRAM was in prior to NAP/PDN entry

Figure 47: NAP Entry (left) and PDN Entry (right)

On theright side of Figure 48:, an RDRAM exits PDN state
at the end of cycle T3. This RDRAM may not re-enter PDN
state for an interval of tpo. The RDRAM enters PDN state
at the end of cycle T13. This RDRAM may not re-exit PDN
state for an interval of tp;. The equations for these two
parameters depend upon a number of factors, and are shown
at the bottom of the figure. PDNX is the value in the PDNX
field in the PDNX register.
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ToTi Tp T3 T4 Ts Te T7 Tg To Tio TuaT1oT1s Tig Tis T16Tar Tag Tao T20T21 Too Tog T24Tos Too To7 TagTog Tao Tas Taa Tas TaeTa7 Tag Tag Ta0Tas Taz Taa TaaTas Tas Ty

L Do If PSX =1 in Init register, o o o I S T R PR T T
ROW2 m then NAP / PDN exit is OOOO{M No ROW packets may ROP Y restrjete ¥ ROP m
overlap the restricted interval
~.ROWO T "=+ broadcast (no PDEV field) L P PRI
| | | | ' ' ' | ' ' ' ' ' 1 ' '
! No COL packets may
COoL4 m overlap the restricted interval )c(g:z psricted )c(g:z
..COLO ts3 ths ts3 ths if device PDEV is exiting the
R B > —ple—ple—>». . . . . . NAP-AorPDN-A states '

505s.0 (DU Remee #eoer A st W)

SCK

S100 < ><‘0/1a ><

g =ty + [PDNXA *64* tsoycr £ + thpnxe, maxl-[PDNX*256*tscyc g
if [PDNX*256*tscy g ] < [PDNXA *64* tscvey e + trpnxa,max]

SIO1

l
4
NSNS N [
CMD <:><:><:0 1 >< :><:>< Effective hold becomes ><:><

 (NAPX)tscycLg)/(256-PDNXetsoycre) |

X X

Power NAP/PDN )

N

(

State | |
DQS=0¢ DQs=14
@ Use 0 for NAP exit, 1 for PDN exit

b Device selection timing slot is selected by DQS field of NAPX register

STBY
|

¢ The DOS field must be written with “1” for this RDRAM

d The PSX field determines the start of NAP / PDN exit.

Figure 48: NAP and PDN Exit

ToTi Tp T3 T4 Ts Te T7 Tg To Tio TuaT12T15 Tig Tis T16Tar Tig Tao

" rowo  ULLCLCRRRRRRRRRRRERRRERL = YV
..ROWO UL L)

CTM/CFM

ROW?2
..ROWO

oo AT A
INARexit: |+ v v o
N envan Vs s anUan U Ua nt s vam Va v
omp ol YD KR
T Iy e Iy
no entry no exit
tnuo = DteycLe + (2+NAPX)tscyeLe
tnut = 8oteveLe - (0.5%tscycLE) if NSR=1
= 23.tCYCLE if NSR=0

LSCK

CMD

ToTy To T3 Ty Ts Tg T7 Tg To Tio T1aT12T1a Tug Tis T16T17 Tag Tag

A A

Coll XD X))
Coo o le——Tpyg —— e Tpyg —py
no entry no exit
tpyo = StcycLe + (2+256°PDNX)<tscycLe

tpy1 = 8*tcycLe - (0.5%tscyeLe) if PSR=1
= 23.tCYCLE if PSR=0

Figure 49: NAP Entry/Exit Windows (left) and PDN Entry/Exit Windows (right)
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Refresh

RDRAMS, like any other DRAM technology, use volatile

storage cells which must be periodically refreshed. Thisis
accomplished with the REFA command. Figure 50: shows
an example of this.

The REFA command in the transaction is typically a broad-
cast command (DRAT and DR4F are both set in the ROWR
packet), so that in all devices bank nhumber Bais activated
with row number REFR, where REFR isacontrol register in
the RDRAM. When the command is broadcast and ATTN is
set, the power state of the RDRAMS (ATTN or STBY) will
remain unchanged. The controller increments the bank
address Bafor the next REFA command. When Bais equal
to its maximum value, the RDRAM automatically incre-
ments REFR for the next REFA command.

On average, these REFA commands are sent once every
tree/28B THRBIT (where BBIT are the number of bank
address bitsand RBIT are the number of row address bits) so
that each row of each bank is refreshed once every trege
interval.

The REFA command is equivalent to an ACT command, in
terms of the way that it interacts with other packets (see
Table 9). In the example, an ACT command is sent after tgr
to address b0, adifferent (non-adjacent) bank than the REFA
command.

A second ACT command can be sent after atime tgc to
address c0, the same bank (or an adjacent bank) asthe REFA
command.

Note that a broadcast REFP command isissued atime tgpg
after theinitial REFA command in order to precharge the
refreshed bank in all RDRAMSs. After abank isgiven a
REFA command, no other core operations (activate or
precharge) should beissued to it until it receives a REFP.

It is also possible to interleave refresh transactions (not
shown). In the figure, the ACT b0 command would be
replaced by a REFA b0 command. The b0 address would be
broadcast to all devices, and would be { Broad-
cast,Bat+2,REFR} . Note that the bank address should skip by
two to avoid adjacent bank interference. A possible bank
incrementing pattern would be: {12, 10, 5, 3,0, 14,9, 7, 4, 2,
13,11, 8, 6, 1, 15, 28, 26, 21, 19, 16, 30, 25, 23, 20, 18, 29,
27,24, 22, 17, 31} . Every time bank 31 isreached, the
REFA command would automatically increment the REFR
register.

A second refresh mechanism is available for usein PDN and
NAP power states. This mechanism is called self-refresh
mode. When the PDN power state is entered, or when NAP

power state is entered with the NSR control register bit set,
then self-refresh is automatically started for the RDRAM.

Self-refresh uses an internal time base reference in the
RDRAM. This causes an activate and precharge to be
carried out once in every tgee/2BB T*RBI T interval. The
REFB and REFR control registers are used to keep track of
the bank and row being refreshed.

Before a controller places an RDRAM into self-refresh
mode, it should perform REFA/REFP refreshes until the
bank addressis equal to the last value.(thiswill be 31 for all
seguences) This ensures that no rows are skipped. Likewise,
when a controller returns an RDRAM to REFA/REFP
refresh, it should start with the minimum bank address value
(12 for the example sequence)

Note that for this RDRAM, the upper bank address bit is not
used. Thisbit should be set to “0” in al bank address fields,
but with one exception. When REFA and REFP commands
are specified in ROWR packets, it will be necessary to set
the upper bank hit to values other than :0” when other
RDRAMs with no more banks are present on the Channel.

Figure51 illustrates the requirement imposed by the tgyrst-
parameter. After PDN or NAP (when self-refresh is enabled)
power states are exited, the controller must refresh all banks
of the RDRAM once during the interval tgyrsr after the
restricted interval on the ROW and COL buses. This will
ensure that regardless of the state of self-refresh during PDN
or NAP, the trer max Parameter ismet for all banks. During
the tgyrst interval, the banks may be refreshed in asingle
burst, or they may be scattered throughout the interval. Note
that the first and last banks to be refreshed in the tg)gst
interval are numbers 12 and 31, in order to match the
exampl e refresh sequence.
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ToTi Tp Ts Ty Ts Te Ty Tg To Tio T1a T12T13 Tua Tas T16T17 T1g Tag T20Tar T22 Tos T24Tos Too T27 T28Tao Tao Tar 132733 Tas Tas T36Tar
R PR T e e e e R B R AR A T T e T P R T

a1 Taz Taz T4aTas Tag Tag

CTM/CFM : I 1 ' 1 I [ [ ! ' ' [ ' ' ' E
o e — > Lo
ROW?2 ( REFA a0 mm ACT b0 REFP al mm ACT c0 m ()( X )( x REFA do
.ROWO0O | UL, UL UL L)
coL4 ﬂﬂﬂﬂﬂﬂ
.COLO uuﬁjuu
DQAS8..0
DQBS8..0
Transaction a: REFA a0 = {Broadcast,Ba,REFR} al = {Broadcast,Ba} | [BBIT = # bank address bits
Transaction b: xx b0 = {Db, /={Ba,Ba+1,Ba-1}, Rb} RBIT =# row address bits
Transaction c: xx c0 ={Dc, ==Ba, Rc} REFB = REFB3..REFB0
Transaction d: REFA| d0 = {Broadcast,Ba+1,REFR} REFR = REFR8..REFR0
Figure 50: REFA/REFP Refresh Transaction
Example
To T.1 T Ts T4 Ts Ts Tv TB Tg TlO T11T12T13 Ty Tis T16 T17 T1s T19 T20T21 Tzz Tzs T24T25 Tze T27T28T29 32T33 TsA Tss T36T37 Tss T39T =T TAz T43T44T45 TAG TA7
CTM/CFM v
D tBURST : :
ROW2 MMMMW [XX ROP Y restricted m < REFAblzm :><XREFAb31}:
..ROWO0 , . — :
L P e 184 TH4 32 bank refresh sequehc X
coL4 COP restrjcted COP [
.COLO XOP XOP X
DQBS8..0 .
"4tCE‘<—>DQ50bc"|'
] » DQS=1 ] |
SCK y y A y A y y f j y ‘
oo OXOCXXDOXD  OOCKDOOCO  DOOO OO0
sio0 (Ko X | X X X XK KD
The packet is kepeated
from S100 t4 SI01
sio1 X X X X XD
< < > {NAPX)‘tSiCYCLE)/(Z%B'PDNX‘fSCYCLE) I
Power
owe! NAPIPDN X ( | | | STBY _ | |
DQS=0  DQS=1

@ Use 0 for NAP exit, 1 for PDN exit

Figure 51: NAP/PDN EXxit -tgyrsT Requirement
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Current and Temperature Control

Figure 52: shows an example of a transaction which
performs current control calibration. It is necessary to
perform this operation once to every RDRAM in every
tcetre interval in order to keep the [ output current inits
proper range.

This example uses four COLX packets with a CAL
command. These causethe RDRAM to drivefour calibration
packets Q(a0) atimetcac later. An offset of tgpTocc Must
be placed between the Q(a0) packet and read data Q(al)from
the same device. These calibration packets are driven on the
DQAA4..3 and DQB4..3 wires. The TSQ bit of the INIT
register is driven on the DQAS wire during same interval as
the calibration packets. The remaining DQA and DQB wires
are not used during these calibration packets. Thelast COLX
packet also contains a SAM command (concatenated with

the CAL command). The RDRAM samples the last calibra-
tion packet and adjustsits |, current value.

Unlike REF commands, CAL and SAM commands cannot
be broadcast. This is because the calibration packets from
different devices would interfere. Therefore, a current
control transaction must be sent every tcctgr /N, where N is
the number of RDRAMs on the Channel. The device field
Da of the address a0 in the CAL/SAM command should be
incremented after each transactions.

Figure53 shows an example of atemperature calibration
sequence to the RDRAM. This sequence is broadcast once
every trgpmpinterval to al the RDRAMs on the Channel.
The TCEN and TCAL are ROP commands, and cause the
slew rate of the output driversto adjust for temperature drift.
During the quiet interval tycquer the devices being cali-
brated can't be read, but they can be written.

02 Ta3T44Tas T Taz
A T

CT M/CFM 1 1 1 1 1 1 1 1 [ 1 1 1 [ 1 1 1 [ 1 [ 1 1 1 ' 1 1 1 [ 1 1 1 1 1 1 1 [ v 1 ' 1 1 1 :
C ot : : : : : : : : : : L L I : : :Reald dlaraflrc:m;ac;ih‘elrentI I‘ :Realddétafromthelsar%edleviée : :
Readdaafromthesame ,  Read datafrom adifferent ' ' device from alater RD " ‘fromalater RD command must '
ROW?2 'device from an earlier RD  |/device from an earlier RD | mn. ! Ibeatthispacket position or \
command must be at this (:X:)wmmand can be anywhere (:X:)l ater
..ROWO0 ipacket position or earlier. L/ Uprior to the Q(a0) packet. . 101V [ |
Vo 0 o I
coL4 [
.COLO CAL 20 CAL CALa0 | CAL/SAM a0 | ALz ¢
o M—tcac —d 0 :
DQAS8..0 Q (ad) ' ! Q (a0)
DQBS..0 WA AL \'é'sq'b"
P R DQAS of the first ¢alibrate packet has the inverted T it
<t —>
READTOCC

INIT con gister; i.e. logic 0 or high voltage means hot temp.

Transaction a0: CAL/SAM a0 ={Da, Bx}

when used for monitoring, it should be enabled with the

Transaction al: RD al ={Da, Bx}

the DQAB3Dbit ()current control one value) in case there is no RDR

Transaction a2: CAL/SAM a2 ={Da+1, Bx}

HotTemp = DQA5 * DQA3
Note that DQB3 could be used instead of DQA3

Figure 52: Current Control CAL/SAM Transaction Example
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ITc .Ti .T2 .T3 .T4 ITs ITa .T7 ITBITQ IT10IT11IT12IT13 .T“ IT15 IT16IT17ITielTigITzcszlITzlezlezz}TzsszalT27IT28IT29 T32IT33IT34IT35IT36IT37IT38IT 41IT42IT43|T44IT45 ITAB ITA7I
CTMICFM 1 | |
ROW?2 }
N TCAL, .t C o A
[ 44— TCQUIET, ———|. | . | | |
.COLO /LA in the H- hetwween thelR AL AL AL AU LA AR AR AU AL UL AU LA UL AR
1 packetswiththe TCENand * | « v v v v 0 0 e [ R B R [ T
v o TCALqGomimends | L )L L L Ly I D C v
DQAS.0 ' ' ' ' No read data from devices !
DQB8..0 being calibrated — IAAANANA AN AAAAARARA AN
Figure 53: Temperature Calibration (TCEN-TCAL) Transactions to RDRAM
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Electrical Conditions.

Table 17: Electrical Conditions

Symbol Parameter and Conditions Min Max Unit
T, Junction temperature under bias - 100 °C
Vb, Vopa Supply voltage 250-0.13 250+0.13 \
Voo, VoDAN Supply voltage droop (DC) during NAP interval (ty; ;viT) - 2.0 %
Vpp,N, VDDA N Supply voltage ripple (AC) during NAP interval (ty, imiT) -2.0 2.0 %
Vemos Supply voltage for CMOS pins (2.5V controllers) Vpp Vpp \%
Supply voltage for CMOS pins (1.8V controllers) 1.80-0.1 1.80+0.2 \%
VRer Reference voltage 1.40-0.2 140+0.2 \Y
VoL RSL datainput - low voltage Vger - 05 Vgee - 0.2 \Y
Vpin RSL datainput - high voltage Vgee +0.2 Vger +0.5 \%
Rpa RSL data asymmetry: Rpa = (Vpjy - Vrer) / (Vrer - VL ) 0.67 1.0 -
Vem RSL clock input - common mode Ve = (Vg - Vil )/2 13 18 \
Veisctm RSL clock input swing: Vs =V - Ve (CTM,CTMN pins). 0.35 1.0 \%
Veiscrm RSL clock input swing: Vs =V - Voo (CFM,CFMN pins). 0.225 1.0 \%
ViL.cmos CMOS input low voltage -0.3° Vemog/2 - 0.25 \Y
Vin.cmos CMOS input high voltage Vemog/2 +0.25 VCMOS+O.3d \%

aVCMOS must remain on as long as VDD is applied and cannot be turned off.
b.VDIH istypically equal to VTERM(1.8V+/- 0.1V) under DC conditionsin a system.
c. Voltage undershoot is limited to -0.7V for aduration of less than 5ns.

d. Voltage overshoot is limited to VCMOS + 0.7V for aduration of |ess than 5ns.
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Timing Conditions.

Table 18: Timing Conditions

Symbol Parameter Min Max Unit Figure(s)
thew Domain crossing window -0.1 0.1 teycLe Figure 60:
tors toE DQA/DQB/ROWI/COL input rise/fall times (20% to 80%) 0.2 0.65 ns Figure 55:
Use the minimum value of these parameters during testing.
ts, ty DQA/DQB/ROW/COL-to-CFM setup/hold 0.200° - ns Figure 55:
@ tcycLe=2.50n5/2.81ns/3.33ns 10.240°¢
10.275P4
tory, toF1 SI00, SIO1 input rise and fall times - 5.0 ns Figure 57:
toro, tor2 CMD, SCK input rise and fall times - 20 ns Figure 57:
teycLEL SCK cycletime - Serial control register transactions 1000 - ns Figure 57:
SCK cycle time - Power transitions 10 - ns Figure 57:
ts1 CMD setup time to SCK rising or falling edge® 1.25 - ns Figure 57:
tH1 CMD hold time to SCK rising or falling edge® 1 - ns Figure 57:
tenw toLt SCK high and low times 4.25 - ns Figure 57:
tsp SIOO0 setup time to SCK falling edge 40 - ns Figure 57:
tHo SIO0 hold time to SCK falling edge 40 - ns Figure 57:
ts3 PDEV setup time on DQAS..0 to SCK rising edge. 0 - ns Figure 48:,
Figure 57:
ths PDEV hold time on DQAS..0 to SCK rising edge. 55 - ns
tsy ROW?2..0, COL4..0 setup time for quiet window -1 - teyeLe Figure 48:
teycLE CTM and CFM cycle times (-600) 3.33 3.83 ns Figure 54:
CTM and CFM cycletimes (-711) 2.80 3.83 ns Figure 54:
CTM and CFM cycle times (-800) 250 3.83 ns Figure 54:
ter ter CTM and CFM input rise and fall times 0.2 05 ns Figure 54:
tens tel CTM and CFM high and low times 40% 60% teycLE Figure 54:
trr CTM-CFM differential (MSE/MS=0/0) 0.0 10 teycLE Figure 42:
CTM-CFM differential (MSE/MS=1/1)2 0.9 1.0 Figure 54:
tia ROWS2..0, COL4..0 hold time for quiet window' 5 - tevoLe Figure 48:
tnro Quiet on ROW/COL bits during NAP/PDN entry 4 - teycLE Figure 47:
trReapTOCC Offset between read data and CC packets (same device) 12 - teycLE Figure 52:
tCCSAMTOREAD Offset between CC packet and read data (same device) 8 - teycLe Figure 52:
tce CTM/CFM stable before NAP/PDN exit 2 - teycLe Figure 48:
tcp CTM/CFM stable after NAP/PDN entry 100 - teycLE Figure 47:
tERM ROW packet to COL packet ATTN framing delay 7 - teycLE Figure 46:
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Table 18: Timing Conditions

Symbol Parameter Min Max Unit Figure(s)
tREE Refresh interval 32 ms Figure 50:
tBURST Interval after PDN or NAP (with self-refresh) exit in which all 200 s Figure 51:
banks of the RDRAM must be refreshed at |east one.

teeTRL Current control interval 3AteyeLe 100ms teycLg/ms Figure 52:
tremp Temperature control interval 100 ms Figure 53:
treen TCE command to TCAL command 150 - teyoLE Figure 53:
tread TCAL command to quiet window 2 2 teyoLE Figure 53:
trecouier Quiet window (no read data) 140 - teyeLe Figure 53:
thauSE RDRAM delay (no RSL operations allowed) 200.0 ns page 28

a MSE/MS are fields of the SKIP register. For this combination (skip override) the tDCW parameter range is effectively 0.0 to 0.0
b.tg iy and ty v for other tey o g Values can be interpolated from the timings at the 3 specified tcy ¢ g values.
c. This parameter also applies to a-800 part when opreated with tcy ¢ g =2.81ns.
d. This parameter also applies to a-800 or -711part when opreated with tcy ¢ g =3.33ns.
e. With V_cmos=0-5V cmos - 04V and Vi emos = 0.5V emos + 0.4V
f. Effective hold becomes tH4 = tH4 + [PDNXA * 64 * tscycLe + tronxamax] - [PDNX * 256 * tgeycy ]
if [PDNX * 256 * tgcy gl <[PDNXA * 64 * tscy e + tronxemax]- See Figure 48:
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Timing Characteristics

Table 19: Timing Characteristics

Symbol Parameter Min Max Unit Figure(s)
tg CTM-to-DQA/DQB output time @ tcy g =2.5ns -0.26% +0.26% ns Figure 56:

@teycLe=2.8ns -0.30%P +0.30%P

@tceycLp=33ns -0.352¢ +0.352¢
tors tor DQA/DQB output rise and fall times 0.2 0.45 ns Figure 56:
to1 SCK-t0-SI00 delay @ C| oap max = 20pF (SD read data valid). - 10 ns Figure 59:
to1 SCK-t0-SI00 delay @ C| oap,max = 20pF (SD read hold). 2 - ns Figure 59:
torws toF1 SIOgyr rise/fall @ C oap max = 20pF - 5 ns Figure 59:
tprROPL SI00-to-SI01 or SI01-t0-SI00 delay @ Cy oap max = 20pF - 10 ns Figure 59:
INAPXA NAP exit delay - phase A - 50 ns Figure 48:
INAPXB NAP exit delay - phase B - 40 ns Figure 48:
tPDNXA PDN exit delay - phase A - 4 ns Figure 48:
tPDNXB PDN exit delay - phase B - 9000 teycLe Figure 48:
tas ATTN-to-STBY power state delay - 1 teycLe Figure 46:
tsa STBY-to-ATTN power state delay - 0 teycLe Figure 46:
tasn ATTN/STBY -to-NAP power state delay - 8 teycLE Figure 47:
tasp ATTN/STBY -to-PDN power state delay - 8 teycLe Figure 47:

atgmin and tgmax for other tey ¢ g values can be interpolated between or extrapolated from the timings at the 3 specified tey ¢ g values.
b. This parameter also appliesto a-800 part when opreated with tcy ¢ g =2.81ns.
c. This parameter also appliesto a-800 or -711part when opreated with tcy ¢ g =3.33ns.
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Electrical Characteristics

Table 20: Electrical Characteristics

Symbol Parameter and Conditions Min Max Unit
Qic Junction-to-Case thermal resistance TBD °C/Watt
Irer Vgee current @ Vgee max -10 10 mA
loH RSL output high current @ (0£V oytEVpp) -10 10 m
IaLL RSL I current @ Vo = 0.9V, Vpp min » Tamax? 30.0 90.0 mA
DioL RSL I current resolution step - 2.0 mA
fouTt Dynamic output impedance 150 - W
loL.NOM RSL I, current @ VOL = 1.0V 2¢ 26.6 30.6 mA
loL_A01,NOM RSL I, current @ VOL = 0.9V 24 301 341 mA
I| cmos CMOS input leakage current @ (0£V| cmosEVemos) -10.0 10.0 mA
VoL,cmos CMOS output voltage @ | o cmos= 1.0mA - 0.3 \Y
VoH,cMos CMOS output high voltage @ | o, cmos= -0.25mA Vemos 0.3 - \Y

a. This measurement is made in manual current control mode; i.e. with all output device legs sinking current.

b. This measurement is made in automatic current control mode after at least 64 current control calibration operations to a device and after CCA and
CCB areinitialized to avalue of 64. Thisvalue appliesto all DQA and DQB pins.

c. This measurement is made in automatic current control mode in a 25Wtest system with Vgpy = 1.714V and Vgee = 1.375V and with the ASYMA
and ASYMB register fields set to 0.

d. . This measurement is made in automatic current control mode in a25Wtest system with V1gry = 1.714V and Vg = 1.375V and with the ASYMA
and ASYMB register fields set to 1.
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RSL - Clocking

Figure 54: is atiming diagram which shows the detailed
reguirements for the RSL clock signals on the Channel.

The CTM and CTMN are differential clock inputs used for
transmitting information on the DQA and DQB, outputs.

Most timing is measured relative to the points where they
cross. The tey ¢ g parameter is measured from the falling
CTM edge to thefalling CTM edge. The to and tcy param-
eters are measured from falling to rising and rising to falling
edges of CTM. The tcg and tcg rise- and fall-time parame-
ters are measured at the 20% and 80% points.

tcyeLe >
< t »ie¢ t I
ct cH 4 lcr > < cr >
CTM / \ / Ve
0 f} \\ f} 80%
/ \ 50%
\ / \ KJ \\ KJ \\ 20%
CTMN Ve
< tcF < tcF >
< R
< cr > < tcr -
N\ / \ / o
\\ /J \\ /J 80%
50%
\ / \ D+XR D ®— 20%
CFMN Ve
< tcF > < lcF >
€ teL e tcH >
< teveLe >

Figure 54: RSL Timing - Clock Signals

The CFM and CFMN are differential clock outputs used for
receiving information on the DQA, DQB, ROW and COL
outputs. Most timing is measured relative to the points
where they cross. The tcy | g parameter is measured from
the falling CFM edge to the falling CFM edge. Thets and
tcy parameters are measured from falling to rising and rising
to falling edges of CFM. Thetcg and tcg rise- and fall-time
parameters are measured at the 20% and 80% points.

The ttr parameter specifies the phase difference that may be
tolerated with respect to the CTM and CFM differential
clock inputs (the CTM pair is always earlier).
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RSL - Receive Timi ng The set/hold window of the sample pointsistg/ty The
sample points are centered at the 0% and 50% points of a
Figure 55: is atiming diagram which shows the detailed cycle, measured relative to the crossing points of the faling
reguirements for the RSL input signals on the Channel. CFM clock edge. The set and hold parameters are measured
The DQA, DQB, ROW, and COL signals are inputs which at the V g voltage point of the input transition.
receive information transmitted by a Direct RAC on the The tpg and tpg rise- and fall-time parameters are measured
Channel. Each signal is sampled twice per tcy ¢ g interval. at the 20% and 80% points of the input transition.
CEM

\ /

// \\

\ / Ve
80%

/\ .
/ \

\\ //

/ |\

\\ //

V
CFMN ClL
DQA <_tDR_> 4— O'SthCLE —}
DQB < ts Pty » € ts Pie- t

VpiH

ROW A /\ /\
D—N 80%

CoL
even odd
a D < D VREF
/ \
/ \

D ® 20%

\ / / \ \/ \/
VoiL

< {pE |
Figure 55: RSL Timing - Data Signals for Receive
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RSL - Transmit Timing 25% point and at the 75% point of the current cycle. These
transmit points are measured relative to the crossing points
Figure 56: is atiming diagram which shows the detailed of thefalling CTM clock edge. The size of the actual
requirements for the RSL output signals on the Channel. transmit window islessthan the idea tcy ) g/2, asindicated

by the non-zero values of tg iy and tg max- The tg param-

The DQA and DQB signals are outputs to transmit informa- .
Q QB Sig P eters are measured at the V g voltage point of the output

tion that is received by a Direct RAC on the Channel. Each

signal is driven twice per tcy o g interval. The beginning transition.
and end of the even transmit window is at the 75% point of Thetgr and tor rise- and fall-time parameters are measured
the previous cycle and at the 25% point of the current cycle. at the 20% and 80% points of the output transition.

The beginning and end of the odd transmit window is at the

N/ N/ \  /
\ / A\ /
/\\

\ / Ve
80%

/\ .
/ \

/ |\ / |\

CTMN Ve

4—0'75¢CYCLE — P 4—0'75¢CYCLE —_— P

DO-254cyclE,
to,MAX to,MAX

DQA <_tQR_> AQ’ » d ;AQ » < ;

DQB to,MIN to,mIN
A /\ /\ VaH
D—N 80%

even odd
a D Q D VRer
/ \
/ \
/7 A \/
/ \
VQL
o tQF —»
Figure 56: RSL Timing - Data Signals for Transmit
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CMOS - Receive Timing

Figure 57: is atiming diagram which shows the detailed
requirements for the CMOS input signals .

The CMD and SIO0 signals are inputs which receive infor-
mation transmitted by a controller (or by another RDRAM'’s
SIO1 output. SCK isthe CMOS clock signal driven by the
controller. All signals are high true.

The cycle time, high phase time, and low phase time of the

50% level. Therise and fall times of SCK, CMD, and SIO0
aretpr; and tpgq, measured at the 20% and 80% levels.

The CMD signal is sampled twice per tcy g1 interval, on
the rising edge (odd data) and the falling edge (even data).
The set/hold window of the sample pointsistg;/ty; The
SCK and CMD timing points are measured at the 50% level.

The SIO0 signal is sampled once per tcy ¢ g1 interval on the
falling edge. The set/hold window of the sample pointsis
tso/tyo. The SCK and SIOO0 timing points are measured at the

SCK clock aretey ey g1, ten1 @and te 1, all measured at the 50% level.
< pR2
ViH,cmos
f \ /
® D 80%
fJ \\ fJ 50%
XN b \ 20%
+—lcveler \ >
VI, cMos
< tpro P < teHr >e tcra >
<{DR2-p 4t Pt <t -t
ViH,cmos
CMD A p L /\
D Q 80%
even odd
d D d D 50%
\
\
q ® 20%
\ / / : \ /
ViL.cmos
<DF2-p|
4tpr1 P 4t Pt b
<100 /\ ViH,cmos
g D 80%
< D 50%
/ \
/ \
/(7\ o \_/ 20%
ViL.cmos
“tprr P
Figure 57: CMOS Timing - Data Signals for Receive
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The SCK clock is also used for sampling data on RSL inputs directed; i.e. only one RDRAM that isin PDN or NAP will
in one situation. Figure 48: shows the PDN and NAP exit perform the exit sequence.

sequences. If the PSX field of the INIT register is zero (see
Figure 27:), then the PDN and NAP exit sequences are
broadcast; i.e. all RDRAMsthat arein PDN or NAP will
perform the exit sequence. If the PSX field of the INIT
register is one, then the PDN and NAP exit sequences are

The address of that RDRAM is specified on the DQA[5:0]
busin the set hold window tgs/ty3 arouond the rising edge of
SCK. Thisis shown in Figure 58:. The SCK timing point is
measured at the 50% level, and the DQA[5:0] bussignalsare
mesasured at the V gep level.

SCK\ f \ /4 ViHcmos

80%

@b 50%

\ / \ / -

VI, cMos
53 -Pie-T3p|

VbIH

DQA[5:0] /\ A
80%

PDEV
< D VRer
\/ \/ -
Voi

Figure 58: CMOS Timing - Device Address for NAP or PDN Exit
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CMOS - Transmit Timing

clock-to-output window istgy min/tor,max. The SCK and
SIO0 timing points are measured at the 50% level. Therise
and fall times of SIO0 are tory and tor;, measured at the
20% and 80% levels.

Figure 59: is atiming diagram which shows the detailed
requirements for the CMOS output signals. The SIO0 signal
is driven once per tcy g1 interval on the falling edge. The

SCK\ f

\ f VIH,cMos
80%

N 50%

\

\ / 20%

VIL,cMos
+— 1o, Max —P] — to1 Min P
< » tor1i
VoH,cmos
SI100 / \
Q. ) 80%
q D 50%
\ /
/
D ) 20%
C\ /T O\
P Vor,cmos
< » pRrR1
SI00 / \ VIH,cMos
of N, ) 80%
SI01
q D 50%
\ /
/
D ) 20%
{EA\ /1T O\
ViLcmos
tpr1 [« <> {prOP1,MAX tpROPL,MIN [€P
< » tor1
Sl01 / \ ( VoH,cMos
or 3 75) 80%
SI100
d > 50%
\ /
\ /
D ) 20%
b\ /TN
Vor,cmos
tQFl < »

Figure 59: CMOS Timing - Data Signals for Transmit
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Figure 59: aso shows the combinational path connecting
SIO0 to SIO1 and the path connecting SIO1 to SIOO0 (read
data only). The tprop; Parameter specified this propagation
delay. Therise and fall times of SIO0 and SIO1 inputs must
be tpr4 and tpg;, measured at the 20% and 80% levels. The
rise and fall times of SIO0 and SIO1 outputs are tor; and
tor1, measured at the 20% and 80% levels.

RSL - Domain Crossing Window

When read datais returned by the RDRAM, imformation
must cross from the receive clock domain (CFM) to the
transmit clock domain (CTM). The tg parameter permits
the CFM to CTM phase to vary through an entire cycle; i.e.
there is no restriction on the alignment of these two clocks.
A second parameter tpyy IS needed in order to describe how

CFM vl vl el el -

coL CXC X XRX@X X X

CT™M _r|r|r|r|v

the delay between a RD command packet and read data
packet varies as afunction of the ttg value.

Figure 60: shows thistiming for five distinct values of t1g.
Case A (t7r=0) iswhat has been used throughout this docu-
ment. The delay between the RD command and read datais
tcac: Astyg variesfrom zero to toy o g (cases A through
E), the command to data delay is (tcac-ttr)- When the trg
valueisin therange 0 to tpcyw max, the command to data
delay can also be (tcac-ttr-tcycLp)- Thisis shown as cases
A’ and B’ (the gray packets). Similarly, when thet 1 value
isintherange (tcycLettbcw min) 10 toy e, the command
to data delay can also be (tcac-ttrttcycLe)- Thisis shown
as cases D’ and E’ (the gray packets). The RDRAM wiill
work reliably with either the white or gray packet timing.
The delay valueis selected at initialization, and remains
fixed thereafter.

IR S T

{cYCLE,

J y | y | y | y | y | y ’7

<& B 4|
DQA/B trr _><_CaseA trr=0 ) tcacttr R K|>< XIXQM%)X ><
DQA/B Case A’ trr=( - tcAc -trr-tckcle | Q(41)
cT™ I S I e I R R
<& |
DQA/B tre J 4_Case 3 trrR=tpbcw,mMAX : tcac-ttr X 'K | >< | QM1)| ><
DQA/B Case B’ tTR:t)CW,MAX h tCAC'tTR'tCYCLE Q 1)

CTM j v v v ¢_"

A

trr L
DQA/B %_’ Case C tTR:( .5¢ CYCLE

SV 2 I N B 2
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A

A 4
<
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teactrrteyicLE Q(41)

J y | y | y | y | y ’7
Ll

tcactrr 'K X ><|><QZ><1|)>< ><|>< )

DQA/B trr Case D trr=tcycLettpew,MIN
DQA/B Case D' trr=toycLettpew,miN|
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Figure 60: RSL Transmit - Crossing Read Domains

Rev.0.9 / Dec.2000

57

www.DataSheetdU.com



Direct RDRAM"
l/' I/‘I m ix 256/288-Mbit (512Kx16/18x32s) Preliminary

Timing Parameters

Table 21: Timing Parameter Summary

Min | Min | Min | Min
Parameter | Description -40 |-45 |-45 |-53 |Max |Units | Figure(s)
-800 |-800 |-711 |-600

tre Row Cycle time of RDRAM banks -the interval between ROWA packets 28 |28 |28 |28 |- teycLe | Figure 15:
with ACT commands to the same bank. Figure 16:

tras RAS-asserted time of RDRAM bank - the interval between ROWA packet (20 |20 [20 |20 |64ns teycLe | Figure 15:
with ACT command and next ROWR packet with PRER? command to the Figure 16:
same bank.

trp Row Precharge time of RDRAM banks - the interval between ROWR packet | 8 8 8 8 - teycLe | Figure 15:
with PRER? command and next ROWA packet with ACT command to the Figure 16:
same bank.

tpp Precharge-to-precharge time of RDRAM device - the interval between suc- | 8 8 8 8 - teycLe | Figure 12:
cessive ROWR packets with PRER® commands to any banks of the same
device.

trRr RAS-to-RAS time of RDRAM device - the interval between successive 8 8 8 8 - teycLe | Figure 13:
ROWA packets with ACT commands to any banks of the same device.

trReD RAS-to-CAS Delay - the interval from ROWA packet with ACT command | 7 9 7 7 - teycLe | Figure 15:
to COLC packet with RD or WR command). Note - the RAS-to-CAS delay Figure 16:

seen by the RDRAM core (tgcp.c) isequal to tgep.c = 1 + tgep because of
differencesin the row and column paths through the RDRAM interface.

tcac CAS Access delay - the interval from RD command to Q read data. The 8 8 8 8 12 teycLe | Figure 4:
equation for tcac isgivenin the TPARM register in Figure 39:. Figure 39:

tcwp CAS Write Delay (interval from WR command to D write data. 6 6 6 6 6 teycLe | Figure 4:

tec CAS-to-CAStime of RDRAM bank - theinterval between successive COLC |4 4 4 4 - teycLe | Figure 15:
commands). Figure 16:

tPACKET Length of ROWA, ROWR, COLC, COLM or COLX packet. 4 4 4 4 4 tcycLe | Figure 3:

trTR Interval from COL C packet with WR command to COL C packet which 8 8 8 8 - teycLe | Figure 17:
causesretire, and to COLM packet with bytemask.

torrp Theinterval (offset) from COL C packet with RDA command, or from 4 4 4 4 4 teycLe | Figure 14:
COL C packet with retire command (after WRA automatic precharge), or Figure 39:

from COLX packet with PREX command to the equivalent ROWR packet
with PRER.The equation for torppis given in the TPARM register in Figure

39.

trRoP Interval from last COLC packet with RD command to ROWR packet with | 4 4 4 4 - teycLe | Figure 15:
PRER.

trRTP Interval from last COLC packet with automatic retire command to ROWR | 4 4 4 4 - teycLe | Figure 16:

packet with PRER.

a. Or equivalent PREC or PREX command. See Figure 14:.
b. Thisisaconstraint imposed by the core, and is therefore in units of ns rather thantey o g
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Absolute Maximum Ratings

Table 22: Absolute Maximum Ratings

Symbol Parameter Min Max Unit
V) aBs Voltage applied to any RSL or CMOS pin with respect to Gnd -0.3 Vppt+0.3 \%
Vpp,ABS VDDA ABS Voltage on VDD and VDDA with respect to Gnd -05 Vpp+1.0 \Y
Tstore Storage temperature - 50 100 °C

Ipp - Current Profile

Table 23: Current Profile?

. b i Max@ Max@ Max@ .
Ipp value RDRAM Power state and Steady-State Transaction Rates Min | teveie | teyce | teycre | Unit
=3.33ns =2.81ns =2.50ns

Ibp,PON Devicein PDN, Self-refresh enabled and INIT.LSR=0 - 6000 6000 6000 mA

IDD,NAP Devicein NAP. - 4.2 4.2 4.2 mA

Ipp,sTBY Devicein STBY. Thisisthe average for adevicein STBY with (1) no packets on - 110 120 130 mA
the Channel, and (2) with packets sent to other devices.

| b, REFRESH DEvicein STBY, and refreshing rows at the tgep max Period. - 120 130 140 mA

IbpATTN Devicein ATTN. Thisisthe average for adevicein ATTN with (1) no packets on 180 190 200 mA

the Channel, and (2) with packets sent to other devices.

IbD ATTN-W Devicein ATTN. ACT command every 8*tcy ¢ g, PRE command every 8*tey g, - 600 700 750 mA
WR command every 4 * tCY CLE, and datais 1100..1100

IDDATTN-R Devicein ATTN. ACT command every 8*tcy ¢ g, PRE command every 8*tey g, - 550 650 700 mA
RD command every 4 * tCYCLE, and datais 1111..1111°¢

a The numbersin thistable are not fixed yet.
b. CMOS interface consumes no power in all power states.
¢. Thisdoes not include tje | o sink current. The RDRAM dissipates |, * Vo, in each output driver when alogic oneis driven.

Table 24: Supply current at Initialization?

Symbol Parameter Allowed Range of TCYCLE VDD Min Max Unit

IbD,PWRUP,D Ipp from power-on to SETR 3.33nsto 3.83ns VbDMIN - 20P mA
2.50nsto 3.32ns 262

IpD.SETRD Ipp from SETR to CLRR 3.33nsto0 3.83ns VDD MIN - 2502 mA
2.50nsto 3.32ns 3322

a. The numbersin this table are specifications.
b. The supply current will be 150mA when tey ¢ g isin the range 15nsto 1000ns.
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Table 25: RSL Pin Parasitics

Symbol Parameter and Conditions - RSL pins Min Max Unit
L, RSL effective input inductance 4.0 nH
Lo Mutual inductance between any DQA or DQB RSL signals. 0.2 nH
Mutual inductance between any ROW or COL RSL signals. 0.6 nH
DL, Differencein L, value between any RSL pins of asingle device. - 18 nH
C RSL effective input capacitance?® (800) 2.0 2.4 pF
RSL effective input capacitance® (711) 2.0 2.4 pF
RSL effective input capacitance® (600) 2.0 2.6 pF
Cio Mutual capacitance between any RSL signals. - 0.1 pF
DC, Difference in C, value between average of { CTM, CTMN, CFM, | - 0.06 pF
CFMN} and any RSL pins of asingle device.
R RSL effective input resistance 4 15 w

a. Thisvalue is a combination of the device IO circuitry and package capacitances measureed at VDD=2.5V and f=400MHz with pin based at 1.4V.

Table 26: CMOS Pin Parasi tics

Symbol Parameter and Conditions - RSL pins Min Max Unit

Licmos CMOS effective input inductance 8.0 nH

Cicmos CMOS effective input capacitance (SCK, CMD)? 17 2.1 pF
Ci cMosSIo CMOS effective input capacitance (SCK, CMD)? 7.0 pF

a. Thisvalue is acombination of the device IO circuitry and package capacitances.
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Center-Bonded uBGA Package

Figure 61: shows the form and dimensions of the recom-
mended package for the center-bonded CSP device class.
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1 O O O O O O O O O O
2
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5
6
7 OCO0OO0OO00O0O0O0O0O0O0OO00000OC x| ,
8 OOOE@OOOOOOOOOOOOG—"

€2
9
10 Oﬂe O O O O O O O
q

El

Figure 61: Center-Bonded uBGA Package

sions shown in Figure 61..

Bottom

e

Table 27 lists the numerical values corresponding to dimen-

Table 27: Center-Bonded uBGA Package Dimensions

www.DataSheetdU.com

Symbol Parameter Min Max Unit
el Ball pitch (x-axis) 0.8 0.8 mm
e2 Ball pitch (y-axis) 0.8 0.8 mm
A Package body length:256M D-RD | 10.56 11.16 mm

288M D-RD 10.96 11.16 mm
D Package body width:256M D-RD 16.56 16.76 mm
288M D-RD 16.56 16.76 mm
E Package total thickness 0.65 1.20 mm
El Ball height 0.20 0.43 mm
d Ball diameter 0.30 0.50 mm
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Glossarv of Terms controller A logic-device which drives the
y ROW/COL /DQ wires for a Channel of
ACT Activate command from AV field. RDRAMS.
activate To access a row and place in sense amp. cop Column opcode field in COLC packet.
adjacent Two RDRAM banks which share sense core The banks and sense amps of an RDRAM.
amps (also called doubled banks). CTM,CTMN  Clock pins for transmitting packets.
ASYM CCA register field for RSL Vo /Vop. current control Periodic operations to update the proper
ATTN Power state - ready for ROW/COL o, value of RSL outputt drivers.
packets. D Write data packet on DQ pins.
ATTNR Power state - transmitting Q packets. DBL CNFGB register field - doubled-bank.
ATTNW Power state - receiving D packets. DC Device address field in COLC packet.
AV Opcode field in ROW packets. device An RDRAM on a Channel.
bank A block of 2R8I T2 CBlTgorage cellsinthe  pevip Control register with device address that is
core of the RDRAM. matched against DR, DC, and DX fields.
BC Bank address field in COLC packet. DM Device match for ROW packet decode.
BBIT gl_'t\lFGA register field - # bank address doubled-bank RDRAM with shared sense amp.
its.
) DQ DQA and DQB pins.
broadcast An operation executed by all RDRAMSs. ]
S DQA Pins for data byte A.
BR Bank address field in ROW packets. ]
) DQB Pins for data byte B.
bubble Idle cycle(s) on RDRAM pins needed . . .
because of a resource constraint. DQS NAPX register field - PDN/NAP exit.
BYT CNFGB register field - 8/9 bits per byte. DR,DRAT,DR4F Device address field and packet framing
o fields in ROWA and ROWR packets.
BX Bank address field in COLX packet.
o dualoct 16 bytes - the smallest addressable datum.
C Column address field in COLC packet. ) o
) ) ] DX Device address field in COLX packet.
CAL Calibrate (1o, ) command in XOP field. _ o
i ) field A collection of bitsin a packet.
CBIT CNFGB register field - # column address ) S )
bits. INIT Control register with initialization fields.
CCA Control register - current control A. initialization  Configuring a Channel of RDRAMS so
. they are ready to respond to transactions.
CCB Control register - current control B. ) )
) o LSR CNFGA register field - low-power self-
CFM,CFMN  Clock pins for receiving packets. refresh.
Channel ROW/COL/DQ pins and external wires. M Mask opcode field (COLM/COLX packet).
CLRR Clear reset command from SOP field. MA Field in COLM packet for masking byte A.
CMD CMOS pin for initialization/power control. MB Field in COLM packet for masking byte B.
CNFGA Control register with configuration fields. MSK Mask command in M field.
CNFGB Control register with configuration fields. MVER Control register - manufacturer ID.
CcoL Pins for column-access control. NAP Power state - needs SCK/CMD wakeup.
CoL COLC,COLM,COLX packet on COL pins. NAPR Nap command in ROP field.
coLc Column operation packet on COL pins. NAPRC Conditional nap command in ROP field.
CoLMm Write mask packet on COL pins. NAPXA NAPX register field - NAP exit delay A.
column Rows in a bank or activated row in sense NAPXB NAPX register field - NAP exit delay B.
amps have 2“F'T dualocts column storage. _ _ _
) o ) NOCOP No-operation command in COP field.
command A decoded bit-combination from afield. _ ) )
) ) NOROP No-operation command in ROP field.
COLX Extended operation packet on COL pins.
62 Rev.0.9/Dec.2000

www.DataSheetdU.com



hynix

Direct RDRAM"

256/288-Mbit (512Kx16/18x32s) Preliminary

NOXOP
NSR
packet
PDN
PDNR
PDNXA
PDNXB
pin efficiency
PRE
PREC
precharge
PRER
PREX
PSX
PSR
PVER
Q

R

RBIT
RD/RDA
read

receive

REFA
REFB
REFBIT

REFP
REFR
refresh

retire

RLX
RLXC
RLXR
RLXX
ROP
row
ROW
ROW
ROWA

No-operation command in XOP field.
INIT register field- NAP self-refresh.

A collection of bits carried on the Channel.

Power state - needs SCK/CMD wakeup.
Powerdown command in ROP field.
Control register - PDN exit delay A.
Control register - PDN exit delay B.

The fraction of non-idle cycles on a pin.
PREC,PRER,PREX precharge commands.
Precharge command in COP field.
Prepares sense amp and bank for activate.
Precharge command in ROP field.
Precharge command in XOP field.

INIT register field - PDN/NAP exit.

INIT register field - PDN self-refresh.
CNFGB register field - protocol version.
Read data packet on DQ pins.

Row address field of ROWA packet.
CNFGB register field - # row address bhits.
Read (/precharge) command in COP field.
Operation of accesssing sense amp data.

Moving information from the Channel into
the RDRAM (a serial stream is demuxed).

Refresh-activate command in ROP field.
Control register - next bank (self-refresh).

CNFGA register field - ignore bank bits
(for REFA and self-refresh).

Refresh-precharge command in ROP field.
Control register - next row for REFA.
Periodic operations to restore storage cells.

The automatic operation that stores write
buffer into sense amp after WR command.

RLXC,RLXR,RLXX relax commands.
Relax command in COP field.

Relax command in ROP field.

Relax command in XOP field.
Row-opcode field in ROWR packet.
2CBIT dualocts of cells (bank/sense amp).
Pins for row-access control

ROWA or ROWR packets on ROW pins.
Activate packet on ROW pins.

ROWR
RQ
RSL
SAM
SA

SBC
SCK
SD

SDEV
SDEVID
self-refresh
sense amp
SETF
SETR
SINT

S100,S101
SOP
SRD
SRP
SRQ

STBY
SVER
SWR
TCAS
TCLS
TCLSCAS
TCYCLE
TDAC
TEST77
TEST78
TRDLY

transaction

transmit

WR/WRA
write

XOP

Row operation packet on ROW pins.
Alternate name for ROW/COL pins.
Rambus Signaling Levels.

Sample (I ) command in XOP field.

Serial address packet for control register
transactions w/ SA address field.

Serial broadcast field in SRQ.
CMOS clock pin..

Serial data packet for control register
transactions w/ SD data field.

Serial device address in SRQ packet.

INIT register field - Seria device ID.
Refresh mode for PDN and NAP.

Fast storage that holds copy of bank’s row.
Set fast clock command from SOP field.
Set reset command from SOP field.

Serial interval packet for control register
read/write transactions.

CMOS seria pins for control registers.
Seria opcode field in SRQ.

Seria read opcode command from SOP.
INIT register field - Serial repeat bit.

Serial request packet for control register
read/write transactions.

Power state - ready for ROW packets.
Control register - stepping version.

Seria write opcode command from SOP.
TCLSCAS register field - tcag core delay.
TCLSCAS register field - tg) g core delay.
Control register - tcag and to g delays.
Control register - toy | g delay.

Control register - tppc delay.

Control register - for test purposes.
Control register - for test purposes.
Control register - tgp y delay.

ROW,COL,DQ packets for memory
access.

Moving information from the RDRAM
onto the Channel (parallel word is muxed).

Write (/precharge) command in COP field.
Operation of modifying sense amp data.
Extended opcode field in COLX packet.
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