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Features

m 2KByte RAM Cache Memory for 12ns Random Reads Within a Page

m Fast DRAM Array for 30ns Access to Any New Page

m Write Posting Register for 12ns Random Writes and Burst Writes
Within a Page (Hit or Miss)

m 2KByte Wide DRAM to SRAM Bus for 113.6 Gigabytes/ Sec Cache Fll

m On-chip Cache Hit/Miss Comparators Maintain Cache Coherency
on Writes

m Hidden Precharge and Refresh Cycles

m Extended 64ms Refresh Period for Low Sandby Power

m Sandard OMOS'TTL Compatible 1/0 Levels and +5 or 3.3V Volt Supply

m Compatibility with JEDEC 1M x 36 DRAM SMM Configuration
Alows Performance Upgrade in System

m Low Power, S5If Refresh Option

m Industrial Temperature Range Option

Description

The Enhanced Memory Systems 4MB EDRAM S MM module
provides a single memory module solution for the main memory or
local memory of fast PCs, workstations, servers, and other high
performance systems. Due to its fast 12ns cache row register, the
EDRAM memory module supports zer o-wait-state burst read
operations at up to 50MHz bus rates in a non-interleave configuration
and 100MHz bus rates with a two-way interleave configuration.

On-chip write posting and fast page mode operation supports
12ns write and burst write operations. On a cache miss, the fast
DRAM array reloads the entire 2KByte cache over a 2KByte-wide bus
in 18nsfor an effective bandwidth of 113.6 Goytes/sec. This means
very low latency and fewer wait states on a cache missthan a non-
integrated cache/DRAM solution. The JEDEC compatible 72-bit IMM
configuration allows a single memory controller to be designed to
support either JEDEC slow DRAMSs or high speed EDRAMs to provide
a simple upgrade path to higher system performance.

DM1M36SJ/DM 1M325)
1Mbx36/1Mbx32 Enhanced DRAM
SIMM

Product Specification
Architecture
The DM1M36SJ achieves
1Mb x 36 density by mounting
nine 1Mb x 4 EDRAMSs,

packaged in 28-pin plastic
0 packages, on a multi-
layer substrate. Eight DM2202
devices and one DM2212
device provide data and parity
storage. The DM1M32SJ
contains eight DM2202
devices for data only.

The EDRAM memory
module architecture is very
similar to a standard 4MB
DRAM module with the
addition of an integrated
cache and on-chip control which allows it to operate much like a
page mode or static column DRAM.

The EDRAM’'s SRAM cache is integrated into the DRAM array as
tightly coupled row registers. Memory reads always occur from the
cache row register. When the on-chip comparator detects a page hit,
onlythe RAM is accessed and data is available in 12ns from column
address. When a page read miss is detected, the entire new DRAM
row is loaded into the cache and data is available & the output all
within 30ns from row enable. Subsequent reads within the page
(burst reads or random reads) will continue at 12ns cycle time.
Snce reads occur from the SRAM cache, the DRAM precharge can
occur simultaneously without degrading performance. The on-chip
refresh counter with independent refresh bus allows the EDRAM to be
refreshed during cache reads.

Memory writes are internally posted in 12ns and directed to the

DRAM array. During a write hit, the on-
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Functional Description

The EDRAM is designed to provide optimum memory
performance with high speed microprocessors. As a result, it is
possible to perform simultaneous operations to the DRAM and
SRAM cache sections of the EDRAM. This feature allows the
EDRAM to hide precharge and refresh operation during SRAM
cache reads and maximize SRAM cache hit rate by maintaining
valid cache contents during write operations even if data is written
to another memory page. These new functions, in conjunction
with the faster basic DRAM and cache speeds of the EDRAM,
minimize processor wait states.

EDRAM Basic Qperating Modes

The EDRAM operating modes are specified in the table
below.

Hit and Miss Terminology

In this datasheet, “hit” and “miss’ always refer to a hit or
miss to the page of data contained in the SRAM cache row
register. Thisis always equal to the contents of the last row that
was read from (as modified by any write hit data) . Writingto a
new page does not cause the cache to be modified.

DRAM Read Hit

If a DRAM read request is initiated by clocking /RE with WR
low and /F and /CAL high, the EDRAM will compare the new row
address to the last row read address latch (LRR; an 11-bit latch
loaded on each /RE active read cycle) . If the row address matches
the LRR, the requested data is already in the SRAM cache and no
DRAM memory reference is initiated. The data specified by the
column address is available a the output pins at the greater of
timesty or tgqy. Snce no DRAM activity is initiated, /RE can be
brought high after time trg;, and a shorter precharge time, tgpy, is
required. It is possible to access additional SRAM cache locations
by providing new column addresses to the multiplex address
inputs. New data is available at the output at time t, after each
column address change in static column mode. During read
cycles, it ispossible to operate in either static column mode with
/CAL=high or page mode with /CAL clocked to latch the column
address. In page mode, data valid time is determined by either ty,

or tmv
DRAM Read Miss

If a DRAM read request is initiated by clocking /RE with WR
low and /F and /CAL high, the EDRAM will compare the new row

EDRAM Basic Qperating Modes

address to the LRR address latch (an 11-bit latch loaded on each
/RE active read cycle) . If the row address does not match the LRR
the requested data is not in SRAM cache and a new row must be
fetched from the DRAM. The EDRAM will load the new row data
into the SRAM cache and update the LRR latch. The data at the
specified column address is available at the output pins at the
greater of times tag, tac and tqy. It is possible to bring/RE high
after time tpe since the new row data is safely latched into SRAM
cache. This allows the EDRAM to precharge the DRAM array while
data is accessed from SRAM cache. It is possible to access
additional SRAM cache locations by providing new column
addresses to the multiplex address inputs. New data is available at
the output at time t,c after each column address change in static
column mode. During read cycles, it is possible to operate in
gither static column mode with /CAL=high or page mode with
/CAL clocked to latch the column address. In page mode, data
valid is determined by either tacor tgy.

DRAM Write Hit

If 2 DRAM write request is initiated by clocking /RE while
WRand /F are high, the EDRAM will compare the new row
address to the LRR address latch (an 11-bit address latch loaded
on each /RE active read) . If the row address matches, the EDRAM
will write data to both the DRAM array and selected SRAM cache
simultaneously to maintain coherency. The write address and data
are posted to the DRAM as soon as the column address is latched
by bringing /CAL low and the write data is |atched by bringing /WE
low (both /CAL and /WE must be high when initiating the write
cycle with the falling edge of /RE) . The write address and data can
be latched very quickly after the fall of /RE (tgay + tagcfor the
column address and tpg for the data) . During a write burst
sequence, the second write data can be posted at time trgy after
/RE. Subsequent writes within a page can occur with write cycle
time tpe, With /Geenabled and /WE disabled, it is possible to
perform cache read operations while the /RE is activated in write
hit mode. This allows read-modify-write, write-verify, or random
read-write sequences within the page with 12ns cycle times (the
first read cannot complete until after time tgao) . At the end of a
write sequence ( after /CAL and /WE are brought high and tge is
satisfied) , /RE can be brought high to precharge the memory It is
possible to perform cache reads concurrently with precharge.
During write sequences, a write operation is not performed unless
both /CAL and /WE are low. As a result, the /CAL input can be used
as a byte write select in multi-chip systems. If /CAL is not clocked
on awrite sequence, the memory will perform a/RE only refresh
to the selected row and data will remain unmodified.

Function /S /RE W/R /F | /CAL | /WE Ap10 Comment

Read Hit L N L H H X Row = LRR No DRAM Reference, Data in Cache

Read Miss L J L H H X Row = LRR | DRAM Row to Cache

Write Hit L N3 H H H H Row = LRR Write to DRAM and Cache, Reads Enabled

Write Miss L d H H H H Row = LRR | Write to DRAM, Cache Not Updated, Reads Disabled
Internal Refresh X J X L X X X Cache Reads Enabled

Low Power Standby H H X X H H X Standby Current

Unallowed Mode H L X H X X X Unallowed Mode (Except -L Option)

'(-)%‘{‘i’oﬁ’fwef Self-Refresh | 1 H H L H X Standby Current, Internal Refresh Clock (-L Option)

Power ed

H= High; L= Low; X= Don’t Care; | = High-to-Low Transition; LRR = Last Row Read
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DRAM Write Miss

If a DRAM write request isinitiated by clocking /RE while WR
and /F are high, the EDRAM will compare the new row address to
the LRR address latch (an 11-bit latch loaded on each /RE active
read cycle) . If the row address does not match, the EDRAM will
write data to the DRAM array only and contents of the current
cache is not modified. The write address and data are posted to the
DRAM as soon as the column address is latched by bringing /CAL
low and the write data is latched by bringing /WE low (both /CAL
and /WE must be high when initiating the write cycle with the
falling edge of /RE) . The write address and data can be latched very
quickly after the fall of /RE (tzay + tagcfor the column address and
tpsfor the data) . During a write burst sequence, the second write
data can be posted at time trgy after /RE. Subsequent writes within
apage can occur with write cycle time tpe, During a write miss
sequence, cache reads are inhibited and the output buffers are
disabled (independently of /G until time tygg after /RE goes high.
At the end of awrite sequence ( after /CAL and /WE are brought
high and tgz is satisfied) , /RE can be brought high to precharge the
memory. It is possible to perform cache reads concurrently with
the precharge. During write sequences, a write operation is not
performed unless both /CAL and /WE are low. Asa result, /CAL can
be used as a byte write select in multi-chip systems. If /CAL is not
clocked on awrite sequence, the memory will perform a/RE only
refresh to the selected row and data will remain unmodified.

/RE Inactive Qperation

It is possible to read data from the SRAM cache without
clocking /RE. This option is desirable when the external control
logic is capable of fast hit/miss comparison. In this case, the
controller can avoid the time required to perform row/column
multiplexing on hit cycles. This capability also allows the EDRAM to
perform cache read operations during precharge and refresh
cycles to minimize wait states. It is only necessary to select /Sand
/Giand provide the appropriate column address to read data as
shown in the table below. The row address of the SRAM cache
accessed without clocking /RE will be specified by the LRR address
latch loaded during the last /RE active read cycle. To perform a
cache read in static column mode, /CAL is held high, and the cache
contents at the specified column address will be valid at time tx:
after address is stable. To perform a cache read in page mode,
/CAL is clocked to latch the column address. The cache data is
valid at time t. after the column address is setup to /CAL

Function /S /G | /CAL Ap.g
Cache Read (Static Column) L L H | Column Address
Cache Read (Page Mode) L L $ | Column Address

H = High; L= Low; X= Don’t Care; { = Transitioning

Write-Per-Bit Qperation

The DM1M36S) EDRAM SMM provides a write-per-bit
capability to selectively modify individual parity bits ( DQg 17 26 35)
for byte write operations. The parity device (DM2212) is selected
via/CALp. Data bits do not require or support write-per-bit
capability. Byte write selection to non-parity bits is accomplished
via/CAL, 5. The bits to be written are determined by a bit mask data
word which is placed on the parity /O data pins prior to clocking
/RE. The logic one bitsin the mask data select the bits to be
written. As soon as the mask is latched by /RE, the mask data is
removed and write data can be placed on the databus. The mask is
only specified on the /RE transition. During page mode burst write
operations, the same mask is used for all write operations.

Internal Refresh

If /Fis active (low) on the assertion of /RE, an internal refresh
cycle is executed. This cycle refreshes the row address supplied by
an internal refresh counter. This counter is incremented a the end
of the cycle in preparation for the next /F refresh cycle. At least
1,024 /F cycles must be executed every 64ms. /F refresh cycles can
be hidden because cache memory can be read under column
address control throughout the entire /F cycle. /F cycles are the
only active cycles during which /Scan be disabled.

/CAL Before /RE Refresh (“/CAS Before /RAS” )
/CAL before /RE refresh, a special case of internal refresh, is
discussed in the “Reduced Pin Count Operation” section below.

/RE Only Refresh Operation

Although /F refresh using the internal refresh counter
is the recommended method of EDRAM refresh, it is
possible to perform an /RE only refresh using an externally
supplied row address. /RE refresh is performed by executing
awrite cycle(W/Rand /F are high) where /CAL is not clocked.
This is necessary so that the current cache contents and LRR are
not modified by the refresh operation. All combinations of
addresses Ayg must be sequenced every 64ms refresh period. Ay
does not need to be cycled. Read refresh cycles are not allowed
because a DRAM refresh cycle does not occur when a read refresh
address matches the LRR address |atch.

+3.3 Volt Power Supply Qperation

If the + 3.3 volt power supply option is specified, the EDRAM
will operate from a +3.3 volt £0.3 volt power supply and all inputs
and outputs will have LVTTL/LVCMOS compatible signal levels. The
+3.3 volt EDRAM will not accept input levels which exceed the
power supply voltage. If mixed 1/0 levels are expected in your
system, please specify the +5 wolt version of the EDRAM.

Low Power Mode

The EDRAM enters its low power mode when /Sis high. In this
mode, the internal DRAM circuitry is powered down to reduce
standby current.

Low Power, Self-Refresh (ption

When the low power, self refresh mode option is specified
when ordering the EDRAM, the EDRAM enters this mode when /RE
is clocked while /S W/R, /F, and /WE are high; and /CAL islow. In
this mode, the power is turned off to all I/O pins except /RE to
minimize chip power, and an on-board refresh clock isenabled to
perform self-refresh cycles using the on-board refresh counter. The
EDRAM remains in this low power mode until /RE is brought high
again to terminate the mode. The EDRAM /RE input must remain
high for tge, following exit from self-refresh mode to allow any on-
going internal refresh to terminate prior to the next memory
operation.

Initialization Cycles

Aminimum of 10 initialization (stert-up) cycles are required
before normal operation is guaranteed. Acombination of eight /F
refresh cycles and two read cycles to different row addresses are
necessary to complete initialization. /RE must be high for 300ns
prior to initialization.

Unallowed Mode
Read, write, or /RE only refresh operations must not be initiated
to unselected memory banks by clocking/RE when /Sis high.
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Interconnect Diagram
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*DM2212 is not present on the DM1M32SJ.
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Pinout

Interconnect Interconnect
Pin No. | Function |(Component Pin) Organization Pin No. | Function |(Component Pin) Organization

1 GND C(8,21,28) Ground 37 DQ;;" U5 (25) Parity 1/0 for Byte 2
2 DQ, Ut (27) Byte11/0 1 38 DQg5” U5 (24) Parity 1/O for Byte 4
3 DQyg U2 (24) Byte31/01 39 GND C(8,21,28) | Ground
4 DQy U1 (26) Byte 1 1/0 2 40 /CAL,, U1,3 (16) Byte 1 Column Address Latch
5 DQyq U2 (25) Byte 31/02 41 /CAL, Uz2,4 (16) Byte 3 Column Address Latch
6 DQ, U1 (25) Byte 1 1/03 42 /CAL 5 u7,8 (16) Byte 4 Column Address Latch
7 DQyq U2 (26) Byte31/03 43 /CAL, U6,9 (16) Byte 2 Column Address Latch
8 DQg U1 (24) Byte 1 1/0 4 44 /RE, U1,3,6,9 (6) Row Enable (Bytes 1,2)
9 DQy, U2 (27) Byte 31/04 45 NC Reserved for 2Mb x 36

10 +5/33V | C(7,14,22) Ve 46 /CALp* U5 (16) Parity Column Address Latch

11 +5/33V | C(7,14,22) Vee 47 /WE C (20) Write Enable

12 A, Cc(1) Address 48 W/R c(7) W/R Mode Control

13 A, C(2) Address 49 DQ ue (27) Byte 2 1/0 1

14 | A, C(12) Address 50 | DQ,, U7 (27) Byte 4 1/0 1

15 Ag C(3) Address 51 DQyq U6 (26) Byte21/02

16 A, C(4) Address 52 DQyg U7 (26) Byte 4 1/02

17 Ag C(5) Address 53 DQy4 U6 (25) Byte21/03

18 Ag C(9) Address 54 DQyq U7 (25) Byte 4 1/03

19 [ Ay C (15) Address 55 | DQ, Us (24) Byte 2 1/0 4

20 DQ, U3 (27) Byte11/05 56 DQgq U7 (24) Byte 4 1/0 4

21 DQ,, U4 (24) Byte31/05 57 DQy4 U9 (24) Byte21/05

22 DQy U3 (26) Byte 1 1/06 58 DQg4 us (27) Byte 4 1/05

23 DQy5 U4 (25) Byte31/06 59 +5/33V | C(7,14,22) | Vg

24 | DQg U3 (25) Byte 1 /07 60 | DQy, U8 (26) Byte 4 /06

25 DQy, U4 (26) Byte31/07 61 DQy4 U9 (25) Byte 21/06

26 DQ, U3 (24) Byte11/08 62 DQg U8 (25) Byte4 1/07

27 DQys5 U4 (27) Byte31/08 63 DQy5 U9 (26) Byte21/07

28 A C(10) Address 64 DQg, U8 (24) Byte 4 1/08

29 | GND C(8,21,28 | Ground 65 | DQq U9 (27) Byte2 /08

30 +6/33V | C(7,14,22) Ve 66 +5/83V | C(7,14,22) | Vg

31 Ag C(11) Address 67 /G C(23) Output Enable

32 Aq C(13) Address 68 /F C(18) Refresh Mode Control

33 NC Reserved for 2Mb x 36 69 /8 C(19) Chip Select

34 /RE, U2,4,5,7,8 (6) | Row Enable (Bytes 3,4, Parity) 70 PD Signal GND Presence Detect

35 DQyg" U5 (27) Parity 1/0 for Byte 3 71 GND C(8,21,28) | Ground

36 DQg* U5 (26) Parity 1/0 for Byte 1 72 GND C(8,21,28) | Ground

C =Common to All Memory Chips, U1 = Chip 1, etc. *No Connect for DM1M32SJ
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Power ed

Reduced Pin Count (peration

It is possible to simplify the interface to the 4MByte IMM to
reduce the number of control lines. /RE, and /RE, could be tied
together externally to provide a single row enable. WRand /Gican
be tied together if reads are not performed during write hit cycles.
This external wiring simplifies the interface without any
performance impact.

Pin Descriptions

/RE, » — Row Enable

This input is used to initiate DRAM read and write operations
and latch arow address as well as the states of WRand /F It is not
necessary to clock /REto read data from the EDRAM SRAM row
registers. On read operations, /RE can be brought high as soon as
data is loaded into cache to allow early precharge.

/CALy.5 p— Column Address Latch

Thisinput is used to latch the column address and in
combination with /WE to trigger write operations. When /CAL is
high, the column address laich is trangparent. When /CAL is low,
the column address is closed and the output of the latch contains
the address present while /CAL was high. /CAL can be toggled when
/RE islow or high. However, /CAL must be high during the high-to-
low transition of /RE except for /F refresh cycles.

W/R— Write/Read

Thisinput along with /F specifies the type of DRAM operation
initiated on the low going edge of /RE When /Fishigh, WR
specifies either awrite (logic high) or read operation (logic low).

/F— Refresh

Thisinput will initiate 2 DRAM refresh operation using the
internal refresh counter as an address source when it is low on the
low going edge of /RE

/WE — Write Enable
This input controls the latching of write data on the input data pins.
Awrite operation is initiated when both /CAL and /WE are low.

/G— Qutput Enable
This input controls the gating of read data to the output data
pin during read operetions.

/S— Chip Select

Thisinput is used to power up the 1/0 and clock circuitry.
When /Sis high, the EDRAM remainsiin its low power mode. /S
must remain active throughout any read or write operation. With
the exception of /F refresh cycles, /RE should never be clocked
when /Sis inactive.

DQy.45 — Data Input/Output

These bidirectional data pins are used to read and write data
to the EDRAM. On the DM2212 write-per-bit memory, these pins
are also used to specify the bit mask used during write operations.

Ap.10 — Multiplex Address

These inputs are used to specify the row and column
addresses of the EDRAM data. The 11-bit row address is latched on
the falling edge of /RE. The 9-bit column address can be specified
at any other time to select read deta from the SRAM cache or to
specify the write column address during write cycles.

Ve Power Supply
These inputs are connected to the +5 or 3.3 volt power

supply.
Vss Ground

These inputs are connected to the power supply ground
connection.

Absolute Maximum Ratings Capacitance
(Beyond Which Permanent Damage Gould Result)
3.3V Option Description Max* Pins
Description Rating Ratings .
Input Capacitance 66/73pt Ag.10
Input Voltage (V|y) -5~46v -1~7v
Input Capacitance 90/96pf W/R, /IWE, /F, /S
Output Voltage (Vo1) - 5~46v -1~7v
Input Capacitance 45pf /RE
Power Supply Voltage (Vo) -5~46v -1~7v nput Lapactianc P 0
) ) Input Capacitance 46/56pf /RE,
Ambient Operating Temperature (T,) | -40 ~ +85°C | -40 ~ +85°C
Storage Temperature (Tg) 55 ~ 150°C | -55 ~ 150°C Input Capacitance 26/28pf | /G
Static Discharge Voltage Class 1 Class 1 Input Capacitance 27pf /CALg.3
(Per MIL-STD-883 Method 3015) Input Capacitance 16pf ICALp
Short Circuit O/P Current (lq7) 20mA 50mA /O Capacitance 8pf DQy.55
* Oneoutput at atime per device; short duration ~ DM1M32S/DM1MB36S] respectively
AC Test Load and Waveforms V\ Timing Reference Point at Vi and V4
Load Circuit | 5 0 (+3.3 Volt Option) Input Waveforms N
Viy 7 v
Ry=828Q (5.0 volt) IH IH
Ry =1178Q (3.3 Volt Option)
Qutput
v v
Rp = 2950 (5.0 volt) CL = 50pf GND L s
Ro = 8682 (3.3 Volt Option) T —| <bns |-=— — <5ns |[&=—
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Electrical Characteristics
Ta= 0-70°C(Commercial), -40 to 85°C(Industrial)

Symbol Parameters 3.3V ption Min Max Test Conditions
Min Max
Ve Supply Voltage 3.0V 3.6V 475V 5.25V All Voltages Referenced to Vgg
Viy Input High Voltage 2.0V Veot0.3V | 2.4V Vee+0.5V
Vi Input Low Voltage Vss-0.3V 0.8V |Vss-0.5V 0.8V
Von Cutput High Level 2.4V — 2.4V — loyT = - 5mA (-2ma For 3.3 Volt Option)
VoL Qutput Low Level — 0.4V — 0.4V loyr =4.2mA (2ma For 3.3 Volt Option)
Ii(L) Input Leakage Current -45pA 45pA -90pA 90pA OV < V< Vee + 0.5 Volts
lo Qutput Leakage Current -45pA 45pA -90pA 90pA 0< Vo< Vee
Qperating Current — DM 1M325J
Symbol Qperating Current 33MHz Typm -12Max | -15 Max Test Condition Notes
lcct Random Read 880mA 1800mA | 1440mA | /RE,/CAL, /G and Addresses Cycling: t¢ =tc Minimum 2,3
leco Fast Page Mode Read 520mA 920mA 920mA | /CAL, /G and Addresses Cycling: tpc = tpc Minimum 2,4
lecs Static Column Read 440mA 880mA 720mA | /G and Addresses Cycling: tsc = tsc Minimum 2,4
lcca Random Write 1080mA 1520mA | 1200mA | /RE,/CAL, /WE and Addresses Cycling: tg=tg Minimum 2,3
lecs Fast Page Mode Write 400mA 1080mA | 840mA | /CAL, /WE and Addresses Cycling: tpc = tpc Minimum 2,4
lcos Standby 16mA 8mA 8mA All Control Inputs Stable > V- 0.2V
lcc7 | Self-Refresh (-L Option)|  1.6mA 1.6mA | 1.6mA ;%E/ Eh‘é"ng’LV‘;tE z\‘/ds‘s‘ti-})q 2?;, |2/ g%%_t?éiv'
lcct | Average Typical 240mA — — See "Estimating EDRAM Operating Power" Application Note| 1
Operating Current
Qperating Current — DM1M365J
Symbol Qperating Current  |33MHz Typ (1) | -12 Max | -15 Max Test Condition Notes
lce Random Read 990mA 2026mA | 1620mA | /RE, /CAL, and Addresses Cycling: ts = to Minimum 2,3,5
leco Fast Page Mode Read 585mA 1305mA | 1035mA | /CAL and Addresses Cycling: tpg = tpg Minimum 2,4,5
lecs Static Column Read 495mA 990mA | 810mA | Addresses Cycling: tgg = tgo Minimum 2,4,5
lcca Random Write 1215mA 1710mA | 1350mA | /RE, /CAL, /WE, and Addresses Cycling: tq = tc Minimum 2,3
lces Fast Page Mode Write 450mA 1215mA | 945mA | /CAL, /WE, and Addresses Cycling: tpg = tpc Minimum 2,4
lccs Standby 9ImA 9ImA 9ImA All Control Inputs Stable >V - 0.2V, Output Driven
leer Self-Refresh /8, IF, W/R, /WE, and Ay jgat = V- 02V
Option (-L) 1.8mA 1.8mA 1.8mA | /RE and /CAL at < Vgg + 0.2V, 1/0O Open
leer Average Typical 270mA — — See “Estimating EDRAM Operating Power” Application Note | 1
Operating Current

(1) “33MHz Typ” refers to worst case | - expected in a system operating with a 33MHz memory bus. See power applications note for further details. This parameter is not 100% tested
or guaranteed. (2) |y,is dependent on cycle rates and is measured with CMOS|evel s and the outputs open. (3) |1 is measured with a maximum of one address change while
/RE= V||. (4) | ismeasured with amaximum of one address change while/CAL = V. (5) /Gishigh.
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Switching Characteristics
Vie= 5V £ 5% (+5 Volt Option), Vo= 3.3V + 0.3V (+3.3 Volt Option), G = 50pf, Ty = 0to 70°C(Commercial), -40 to 85°C(Industrial)

-12 -15
Symbol Description win T i T Units
tACm Column Address Access Time 12 15 ns
tacH Column Address Valid to /CAL Inactive (Write Cycle) 12 15 ns
taqx Column Address Change to Output Data Invalid 5 5 ns
tasc Column Address Setup Time 5 5 ns
tAsr Row Address Setup Time 5 5 ns
tc Row Enable Cycle Time 55 65 ns
toy Row Enable Cycle Time, Cache Hit (Row=LRR), Read Cycle Only 20 25 ns
teae Column Address Latch Active Time 5 6 ns
tean Column Address Hold Time 0 0 ns
tey Column Address Latch High Time (Latch Transparent) 5 5 ns
tcHR /CAL Inactive Lead Time to /RE Inactive (Write Cycles Only) -2 -2 ns
tohw Column Address Latch High to Write Enable Low (Multiple Writes) 0 0 ns
teqy Column Address Latch High to Data Valid 15 17 ns
toax Column Address Latch Inactive to Data Invalid 5 5 ns
tcrp Column Address Latch Setup Time to Row Enable 5 5 ns
tow /WE Low to /CAL Inactive 5 5 ns
thH Data Input Hold Time 0 0 ns
tomH Mask Hold Time From Row Enable (Write-Per-Bit) 1 1.5 ns
thms Mask Setup Time to Row Enable (Write-Per-Bit) ns
tps Data Input Setup Time ns
tGQV(1) Qutput Enable Access Time 5 5 ns
TGQX(2’3) Qutput Enable to Output Drive Time 0 5 0 5 ns
tGQZ(A’S) Output Turn-Off Delay From Qutput Disabled (/GT) 0 5 0 5 ns
tMH /F and W/R Mode Select Hold Time 0 0 ns
tysu /Fand W/R Mode Select Setup Time 5 5 ns
tNRH /CAL, /G, W/R, and /WE Hold Time For /RE-Only Refresh 0 ns
tNRS /CAL, /G, W/R, and /WE Setup Time For /RE-Only Refresh 5 5 ns
tpc Column Address Latch Cycle Time 12 15 ns
tRAcm Row Enable Access Time, On a Cache Miss 30 35 ns
tract!" Row Enable Access Time, On a Cache Hit (Limit Becomes tac) 15 17 ns
tRACQ“ ) Row Enable Access Time for a Cache Write Hit 30 35 ns
tRAH Row Address Hold Time 1 1.5 ns
tRE Row Enable Active Time 30 100000 | 35 100000 ns
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Switching Characteristics (continued)
Vie= 5V £ 5% (+5 Volt Option), Vo= 3.3V + 0.3V (+3.3 Volt Option), G = 50pf, Ty = 0to 70°C(Commercial), -40 to 85°C(Industrial)

-12 -15
Symbol Description i T i T Units
tRE Row Enable Active Time, Cache Hit (Row=LRR) Read Cycle 8 10 ns
tREF Refresh Period 64 64 ms
trax Qutput Enable Don't Care From Row Enable (Write, Cache Miss), O/P Hi Z 9 10 ns
trax1®® | Row Enable High to Output Turn-On After Write Miss 0 12 0 15 ns
tRp(7) Row Precharge Time 20 25 ns
trp1 Row Precharge Time, Cache Hit (Row=LRR) Read Cycle 8 10 ns
trpo Row Precharge Time, Self-Refresh Mode 100 100 ns
tRRH Read Hold Time From Row Enable (Write Only) 0 0 ns
trsH Last Write Address Latch to End of Write 12 15 ns
tRsw Row Enable to Column Address Latch Low For Second Write 35 40 ns
tRwL Last Write Enable to End of Write 12 15 ns
tsc Column Address Cycle Time 12 15 ns
tsHr Select Hold From Row Enable 0 0 ns
tsqu!” Chip Select Access Time 12 15 ns
tgqx®¥ Output Turn-On From Select Low 0 12 0 15 ns
tgqz*® Output Turn-Off From Chip Select 0 8 0 10 ns
tssr Select Setup Time to Row Enable 5 5 ns
tr Transition Time (Rise and Fall) 1 10 1 10 ns
twe Write Enable Cycle Time 12 15 ns
tweH Column Address Latch Low to Write Enable Inactive Time 5 5 ns
twhr!” Write Enable Hold After /RE 0 0 ns
twi Write Enable Inactive Time 5 5 ns
twp Write Enable Active Time 5 5 ns
twav'" Data Valid From Write Enable High 12 15 ns
twax®® | Data Output Turn-On From Write Enable High 0 12 0 15 ns
twaz®# | Data Turn-Off From Write Enable Low 0 12 0 15 ns
twRp Write Enable Setup Time to Row Enable 5 5 ns
twRrR Write to Read Recovery (Following Write Miss) 16 18 ns

(1) Vour Timing Reference Point at 1.5V

(2) Parameter Defines Time When Output is Enabled (Sourcing or Snking Qurrent) and is Not Referenced to Vi, or Vi

(3) Minimum Specification is Referenced from V|, and Maximum Specification is Referenced from V;_on Input Gontrol Sgnal

(4) Perameter Defines Time When Output Achieves Open-Gircuit Condition and is Not Referenced to Vi or Vi

(5) Minimum Specification is Referenced from V; | and Maximum Specification is Referenced from Vi, on Input Gontrol Sgnal
(6) Access Parameter Applies When /CAL Has Not Been Asserted Prior to {gp»

(7) For Back-to-Back /F Refreshes, tgp = 40ns. For Non-consecutive /F Refreshes, tp= 25ns and 32ns Respectively

(8) For Write-Per-Bit Devices, tyyg is Limited By Data Input Setup Time, 1hg
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/RE Inactive Cache Read Hit (Static Column Mode)

IREy 5 AN

IF X
W/R X
AO-8
A0_10 [ Column 1 }( Column2 M Column3 X Column 4

< tgg — | tgg —>|<— tgc —>

o | | | |
/
IWE X
[ tac > [ tac > | the > f the >
taox —> <—
box =1 [<— Laox —>

e
DQy.35 Open \ X pata1 X X Data2 O{I Data3 X X Datad t+——

toax —> -~ loaz = [<—
< lgqy

tsox = <

< tggy 2 tsqz <
/S

/G

Don’t Care or Indeterminate []

NOTES: 1. Data accessed during/REinactive read is from the row address specified duringthe last /RE active read cycle.

1-70

Power ed by | Cniner.com El ectronic-Library Service CopyRi ght 2003



/RE Inactive Cache Read Hit (Page Mode)
/REQZ \
IF X
W/R )<
tean —)| <—
Ag-10 b Column 1 Column 2 )( Row
<— tpsc —> < tasc > ’
’| < tomn < tg,
- > |
/CALO-S,P J \ﬁ\ | tC:AE /
< t >
| Fe —> |[<— tcav
/WE A
B | N
[< tac >
toax ’| <
DQy.35 Open X Data 1 Data2 p——
< tac >
teax —> <— teaz — -<—
/G < tgqy
tsax = <
< sy tsaz ™ <
/8
T
Don't Care or Indeterminate []
NOTES 1. Data accessed during/RE inactive read is from the row address specified during the last /RE active read cycle.
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/RE Active Cache Read Hit (Static Column Mode)

:\[
/S

t L.
< of >
< tpgy —>
/REp 2 N
tapy — <—
> tmsy
g [~ tun
/F 1 T\ X
|
> < tusu
|| J/ tu
\ /
W/R X
| .
—> <— thqn
9I tRAH ~ A0-8
Ag.10 ) Row X__Column 1 Column2 M Column3 KX Column 4
| <— tgp —>(€«—tgo —>|€«—t; —>
_)l < lepp
o | | | |
/
/WE X
| | tac > [ tpac > |<—tAC—>| [ty >
< tppot ——> taax —> <
Laox —> -<— taox —> <—
DQy.35 Open X Data1 X X Data2 O{I Data3 X N Data|4 —
taax —> <— ooz > [<—
/G < tgoy =
tsHR ’| |‘
< tser

tsaz ’A,i‘

Don't Care or Indeterminate []
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/RE Active Cache Read Hit (Page Mode)
< toy >
<— tpgyy —>
/REg 5 N
tRP1 — -<—
> < tysy
—»I‘ <t
IF A X
|
> |‘ tysy
o < tyy
—_ N
W/R \ / X
|
—>| <— thon
)I <— tpay tean ’| <
Ag-10 X Row X j Column 1 Column 2 X_Row
< thse —>] < tasc > |
> [t _)| < toan <t
< t >
ICALg.3 p _/f ‘H [ CAE /
[~ tpe > |
| ‘ | | | L teav
/WE /
| B N
| [ AC >
< tRact > toax —>| <
DQy.35 Open X Data 1 Data2 p—
|« — >
| tac |
teax —> <— teaz |_’ <—
/G < toqy —>
|
tshA ’| |‘
—| |t
‘\I SSR tsaz BA,*E
/S
T T
Don’t Care or Indeterminate []
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/RE Active Cache Read Miss (Static Column Mode)
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< te >
[< tre >
IRE, 5 < oy ———>—
—> tysu
—>I| <ty
IF / N X
|
> tusu
—>I| <ty
Eseecconoonoonam §
W/R - X
—> <— tagn
—> <t |< t >
Il Ag-10 RAH SC Ag-g | Ao-g Ag-10
Ag 10 N R|0W ’< >< Column 1 y Column 2 >< Row
_’| < lemp
ICALy.3p /
| taox <
/WE ><
‘ |le— t,ge ———> < the —
A trac = taax 7 -
DQo_35 Open >< Data 1 Data 2 —
tgax = <—
< tGQV > tGQZ —> ——
/G
|
<— tgyp —’|
> < lser tegr = <
/S J’
I I
Don’t Care or Indeterminate []
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/RE Active Cache Read Miss (Page Mode)

| te >
|- the > \
/REy» <« lpp ———>
—> <— tysy
—>I| <1y,
v N/
/F / A
|
> |‘ tusu
)I| < tuy
ererm—— y: N/
W/R
|
> < ltasn
— <t —>| |t
[l Ap-10 RAH Ao-g Ag-g CAH Ao-10
Ag-10 X Row X D Column 1 Column 2 X Row
|
| < tasc < tasc ™ > |
_)'| < terp | < toan | < toy
< t > S
ICALy.3 p / \H I CAE
< tpe > <
| | 1 | tCQV
/WE \/
B ]
< — AC >
I thac > tcax —> -<—
DQq.35 Open X Data 1 Data2 bp——
b= tac >
tGQZ — <—
/G T‘l
teax < |‘ tsHR ’|

—> -<— t
SSR < teay > tsaz =] <
/S

Don't Care or Indeterminate []

1-75

Power ed by | Cniner.com El ectronic-Library Service CopyRi ght 2003



Burst Write (Hit or Miss) Followed By /RE Inactive Cache Reads

—> -<— tgn
/S J

< tRe >
/REO,Z r\
—> | tyq, < tep T
> < tyy > < lowm
/F /| N
|
—> < tysy
_)| |(_ tyn
W/R / N
—> | tasn |
> =< tpay ; > tean [T
|‘ | Ag.g RSW T Ags | Ao-g
Ao-10 X Row }O Column 1 X Column 2 >< >< Column n
Ap.
0-10 5
> < ferp
[CALosp N
— ~<— typp tyo —> <— |<— thay
WE _ / a <ty > \T\
< twhr > < twe > =<~ twan
tps —> le— <— tawL—>]
—>t, |- —| |t < 5
| DH tDS_> |(— DH tAC
DQy3s —— Open ———{( Data 1 X Data 2 Cache (Column n)
taaxs —>| |
tGQX |
/G
> |‘ teav

NOTES 1. Parity bits DQg 47 o 35 must have mask provided at falling edge of /RE
2. /Gbecomes adon’t care after tpey during a write miss.

Don't Care or Indeterminate []
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Page Read/Write During Write Hit Cycle (Can Include Read-Modify-Write)
< RE
/REy.o <ty — >\
> [ twsu
e
‘),‘ L
/F \ _X
I
—> |<— tysu
O tw
W/R \
—> ||<— Lasn <— lgyp —>
< >
—> |l<— ¢ t >
I RAH Ay g toar | [ <= € |
Ag-10 >< Row O Column 1 * Column 2 ¥ Column 3
<—— tyon —t)” |
=~ RSH >
topp — < tasc ’| < |
<t . —>
/CALy.3 p CAE
| <— tych —>
¢ <— oy
> <— twrp < loy —> —>| |~ toay
< typ >
/WE | t o
< WHR > |
|<— thace —> > | x| tawL >|
> |tAC < > tos ||‘ > < twav
DQy.35 { ><' Read Data Write Data l Read Data
—> ety —> tp l<— ‘ — |t
> < toaz < twax
< tgqy >l > e teay
/G
- < tgep
/S
I
Don’t Care or Indeterminate []
NOTES 1. If column address one equals column address two, then a read-modify-write cycle is performed.
2. Perity bits DQy 17 o6 35 Must have mask provided at falling edge of /RE
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Write-Per-Bit Cycle (/G = High)

< tog >||le—t,—>
IREq»
< tRsH >
< Lach >
<t ——>
/CALp CAE t
' topg = cHR
_>| |<— taay < lpgg —>
|‘I tasR > < teay
Ao-10 X Row X X Column X - X
| U R
MH
> REY |‘ towL >
W/R A |
| | <t
| < tous tRwL
> < toms < twey — |
DQy.35 X Mask X X Data X
| tps 7 ) > < tamn
> [ twee ton > t
/WE / E we ; X
l< >
< twHR >
> < tysy
IF A . X
—> ety
> < tgep > <— tgup
/S
T

Don’t Care or Indeterminate []

NOTES 1. Datamask bit high (1) enables bit write; data mask bit low (0) inhibits bit write.
2. Write-per-bit cycle valid only for DM1M36SJ.
3. Write-per-bit waveform applies to parity bits only (DQg 47 o6 35) -
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Power ed

/F Refresh Cycle

<— tge —>
/REO,Z
—> <— tysy < >

[ tRp 1
—>| J/‘— tmH
I

/F

Don’t Care or Indeterminate []

NOTES 1. During/Frefresh cycles, the status of WR, /WE A, 4o, /CAL, /S and /Gisadon't care.
2. /REinactive cache reads may be performed in parallel with /Frefresh cycles.

/RE-Only Refresh
< to >
RE < tre >
02 ~— tpy ———>
—> <— tyen
1 [ trau
Ao-10 M Row X X
—> T thms —> }‘* tNRH
ICALq.5 p, WE, /G / N X
—> < tysu
- < tyy
WIR, /F 4 X
- |‘_ tssm - J;_ tsHr
/8 !

Don’t Care or Indeterminate []

NOTES 1. Al binary combinations of A, o must be refreshed every 64ms interval. A, 5 does not have to be cycled, but must remain valid
during row address setup and hold times.

2. /RErefresh iswrite cycle with no /CAL active cycle.
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Low Power Self-Refresh Mode Option

Ao-10 | X

| ke,
_)| J/(—tMH
/CAL X
0-3,P I | I

—> T_ tysy

IF, W/R, —> = s N

/WE, /S /

Don’t Care or Indeterminate []

NOTES 1. EDRAM self refreshes aslong as/RE remains low. (Low Power Self Refresh part only) .
2. When using the Low Power Self Refresh mode the following oper ations must be perfor med:
If row addresses are being refreshed in an evenfy distributed manner over the refresh interval using/F refresh cycles, then at least one
/Frefresh cycle must be performed immediately after exit from the Low Power Self Refresh Mode. |f row addresses are being refreshed

in any other manner (/F burst or /RE distributed or burst), then all rows must be refreshed immediately before entryto and immediately
after exit from the Low Power Self Refresh.
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Mechanical Data
72 Pin SIMM Module

4.245 (107.82)

Inches (mm) = 4.255 (108.08)
3.984 (101.19) |
— |<— 0.133 (3.38) ‘
0.123 (3.12)
0.400 0125 (3.12)
(10.16) §OEE OEE  ER BER BE B BR OREER R| |/ ol
¢ §=EE=§E=EE=EE EE=EE=§E=E§=§/ 0.225
0.945(24.00) y | _@E a8 8 8 ed 2] B8 2] g g8 || B8 £ 1o 0010 (5.72)
0.955 (24.26) H B 8 g 8 HH HE E 2 5 EH 2 5 B (.254)
g oy [58l U2 BB us JE s [EEl Us [BEI e fBEl U7 [2E] Ue BBl o B | ¢ ¢
o o o o o o o o of o o o o] o o o o o " |
T T L |||||||||||||||||||||||||||||||||||| 2 |ZY— |
0.050 (1.27) —| f=— 0.040 (1.02) —»] |=— T T T —>| |=— 0.047 (1.19)
0.042 ( 107) 0.054 (1.37)
0.245 ( 622) 0.075 (1.90) 0.060 (1.52) o) —> |
0.255 (6.48) - = : RAD. ( 54) 0.208 (5.28)
0.085 (2.16) 0.064 (1.63)
0.062 (1.57) RAD. «————— 1.750 (44.45) 0.250 (6.35)
0.250 (6.35) —>| 3.750 (95.25) |
-~ 2125(53.98) — >

U1-U4, Us-U9 — Enhanced DM2242J-XX, 1M x 4 EDRAMs, 300 Mil SOJ
U5 — Enhanced DM2252J-XX, 1M x 4 EDRAM with Write-Per-Bit (Not present on DM 1M328J)
C1-C9 — 0.22pF Chip Capacitors
Socket — Amp 822030-3 or Equivalent

Part Numbering System

DM1M36SJ1 - 121

I— Temperature Range
No Designator = 0 to 70°C (Commercial)
| = -40 to 85°C (Industrial)
L =0to 70°C, Low Power Self-Refresh

Access Time from Cache in Nanoseconds
12ns
15ns

Configuration
No Designator = 5V
1=3.3 Volt

Packaging System
J =300 Mil, Plastic SOJ

Memory Module Configuration
S=SIMM

[/OWidth (Including Parity)
32 = 32 Bits
36 = 36 Bits

Memory Depth (Megabits)

Dynamic Memory

The information contained herein is subject to change without notice. Enhanced Memory Systems Inc. assumes no responsibility for the use of any circuitry other than circuitry embodied in
an Enhanced product, nor does it convey or imply any license under patent or other rights.
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